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Although Quantum Chromodynamics (QCD) is considered to be the correct

description of the strong interaction it is difficult to extract predictions for many

processes from the theory because perturbation theory often cannot be applied.

In this dissertation two approaches for extracting non-perturbatives predictions

from QCD are used. The Heavy Quark Effective Theory (HQET) is combined

with chiral symmetry to make predictions for the decays B̄ → (D,D∗)π`ν̄. It

is found that the branching ratio for B̄ → Dπ`ν̄ is about (0.5 − 1)%. The

branching ratio for B̄ → D∗π`ν̄ is found to be about 10−4 − 10−5 but this does

not include possible contributions from diagrams involving an intermediate D∗∗.

The second approach is lattice gauge theory. Here, the connection between

Monte Carlo results and lattice perturbation theory is examined. It is shown

that 2-loop perturbative coefficients for the quark mass renormalization can be

extracted from Monte Carlo data for both Wilson and NRQCD quarks. Such a

procedure is important for understanding the relationship between bare lattice

parameters and the physical parameter values which determine the meaning

of a simulation. Understanding such relationships is crucial to the program

of constructing improved lattice actions which allow efficient computation of

non-perturbative physical quantities.



BIOGRAPHICAL SKETCH

William C. Dimm was born on April 27, 1969. He entered Lehigh University

in the Fall of 1987 and completed a B.S. in Engineering Physics in the Fall of

1989. He worked at the Intense Pulsed Neutron Source Division of Argonne

National Lab during the Spring and Summer of 1990 before entering Cornell

University in the Fall of 1990. He received his master’s degree in 1993 and his

Ph.D. in Theoretical Physics in May of 1995 from Cornell University.

iii



ACKNOWLEDGMENTS

I would like to thank Tung-Mow Yan and G. Peter Lepage for the opportu-

nity to learn from them and for their patience. I would also like to express my

appreciation for the financial support of the Cornell Physics Department and

the National Science Foundation through the LNS theory grant. I am grateful

for the interactions that I have had with the other graduate students at Cornell

including Lisa Angelos, Costas Efthimiou, Janet Finch, Yakov Kanter, Craig

Keller, Patrick LaBelle, Greg Mahlon, Lev Nayvelt, Makiko Nio, Ragu Ragha-

van, Cliff Richardson, Thomas Roos, Mark Scheel, and Todd Ward. I would

also like to thank Pam Morehouse for her help.

I would like to express my gratitude to Jerome Licini for his guidance in my

undergraduate research. Finally, I would like to thank my mother and brother

for their support.

iv



TABLE OF CONTENTS

1 HQET and Chiral Symmetry – Introduction . . . . . . . . . . . . . . . . . . . 1

2 Heavy Quark Effective Theory . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2

2.1 Intuitive Picture . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2

2.2 Matrix Elements . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4

2.3 Interpolating Fields . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 10

2.4 B̄ → (D,D∗, D∗∗)`ν̄ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 13

3 Chiral Symmetry . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 19

3.1 Spontaneous Symmetry Breaking and Representations . . 21

3.2 Constructing a Chiral Lagrangian . . . . . . . . . . . . . . . . . . . . . . . 25

4 Combining HQET and Chiral Symmetry . . . . . . . . . . . . . . . . . . . . . 30

5 B̄ → (D,D∗)π`ν̄ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 32

5.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 32

5.2 Kinematics . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 35

5.3 The Semileptonic Decay B̄ → D + π + `ν̄ . . . . . . . . . . . . . . . 40

5.4 The Semileptonic Decay B̄ → D∗ + π + `ν̄ . . . . . . . . . . . . . . 43

5.5 Results and Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 49

6 Lattice Gauge Theory – Introduction . . . . . . . . . . . . . . . . . . . . . . . . 64

6.1 Discretizing QCD . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 65

6.2 Lattice Perturbation Theory . . . . . . . . . . . . . . . . . . . . . . . . . . . . 75

7 Extracting Coefficients from MC . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 84

7.1 Why is This Useful? . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 84

7.2 Why This Wasn’t Done Before . . . . . . . . . . . . . . . . . . . . . . . . . . 86

7.3 Wilson Quark Mass . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 86

v



7.4 Difficulties and Subtleties . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 94

7.5 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 104

7.5 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 111

Appendix A Kinematics in Various Frames . . . . . . . . . . . . . . . . . . . 112

Appendix B Relating Rates to D∗ Width . . . . . . . . . . . . . . . . . . . . . 115

Appendix C Euclidean Gamma Matrix Relations . . . . . . . . . . . . . 120

C.1 Traces . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 120

C.2 Matrix Expansion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 120

Appendix D Lattice Feynman Rules . . . . . . . . . . . . . . . . . . . . . . . . . . 124

vi



LIST OF TABLES

1. Integrated rates for B̄0 → D∗+π0e−ν̄e and branching ratios . . . . . 61

2. Perturbative results for Wilson quark mass . . . . . . . . . . . . . . . . . . . . 105

3. Wilson loop and ΛV as function of β . . . . . . . . . . . . . . . . . . . . . . . . . . 106

4. Perturbative results for NRQCD quark . . . . . . . . . . . . . . . . . . . . . . . . 107

5. Monte Carlo values for c1 and q∗ for Wilson quark . . . . . . . . . . . . 108

6. Monte Carlo values for c2 for Wilson quark . . . . . . . . . . . . . . . . . . . .109

7. Monte Carlo values for cA1 and q∗A for NRQCD quark . . . . . . . . . . 110

8. Monte Carlo values for cA2 for NRQCD quark . . . . . . . . . . . . . . . . . . 110

9. Components of four-vectors in M-frame . . . . . . . . . . . . . . . . . . . . . . . 113

10. Components of four-vectors in L-frame . . . . . . . . . . . . . . . . . . . . . . . . 114

11. Multiplication rules for Euclidean gamma matrices . . . . . . . . . . . . 123

vii



LIST OF FIGURES

1. Feynman diagram for B → (D,D∗, D∗∗)`ν̄ . . . . . . . . . . . . . . . . . . . . . .13

2. Potential for SSB – “Mexican Hat” . . . . . . . . . . . . . . . . . . . . . . . . . . . . .21

3. Feynman diagrams for B̄ → Dπ`ν̄ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 33

4. Feynman diagrams for B̄ → D∗π`ν̄ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 33

5. Kinematics for B̄ → (D,D∗)π`ν̄ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 36

6. Spectrum for D in B̄ → Dπ`ν̄ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .52

7. Spectrum for electron in B̄ → Dπ`ν̄ . . . . . . . . . . . . . . . . . . . . . . . . . . . . 53

8. Spectrum for pion in B̄ → Dπ`ν̄ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 53

9. Resonant decay of B̄0 as function of 1/ΓD∗ . . . . . . . . . . . . . . . . . . . . . 55

10. Nonresonant decay of B̄0 as function of 1/ΓD∗ . . . . . . . . . . . . . . . . . . 55

11. Resonant decay of B̄− as function of 1/ΓD∗ . . . . . . . . . . . . . . . . . . . . .56

12. Nonresonant decay of B̄− as function of 1/ΓD∗ . . . . . . . . . . . . . . . . . 56

13. Spectrum for D∗ in B̄ → D∗π`ν̄ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 59

14. Spectrum for electron in B̄ → D∗π`ν̄ . . . . . . . . . . . . . . . . . . . . . . . . . . . 60

15. Spectrum for pion in B̄ → D∗π`ν̄ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 60

16. Rate for B̄ → Dπ`ν̄ as function of cutoff in D-frame . . . . . . . . . . . .62

17. Rate for B̄ → D∗π`ν̄ as function of cutoff in B-frame . . . . . . . . . . . 62

18. Rate for B̄ → D∗π`ν̄ as function of cutoff in B- and D-frame . . . 63

19. Link variable . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 68

20. Plaquette . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 70

21. 1-Loop quark self energy . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 89

22. Polyakov loop scatter plot – tunneling . . . . . . . . . . . . . . . . . . . . . . . . . . 95

23. Polyakov loop as function of configuration number – tunneling . .96

24. Comparing meff for tunneling and non-tunneling . . . . . . . . . . . . . . . .97

25. Link variable paths in meson propagator . . . . . . . . . . . . . . . . . . . . . . . 98

26. Gauge comparison for meff for Wilson quark . . . . . . . . . . . . . . . . . . .101

viii



27. Gauge comparison for meff for NRQCD quark . . . . . . . . . . . . . . . . . 101

28. c1 distribution for κ = 0.100 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .108

29. q∗ distribution for κ = 0.100 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 108

ix



1 HQET and Chiral Symmetry – Introduction

While the perturbative (in the coupling constant) predictions of Quantum Chro-

modynamics (QCD) agree well with experiment, there is a large class of exper-

imental quantities where perturbation theory cannot be applied. To test QCD

in such circumstances, other methods must be used in order to extract predic-

tions from the theory. One such approach is to write down the most general

effective theory applicable to a problem and then use the symmetries of QCD

to remove some of the parameters from the effective theory. Some unknown

parameters will be left in such a theory, but once they are measured in a par-

ticular experiment, they can be used to make predictions about other experi-

ments. One example of such an approach is the Heavy Quark Effective Theory

(HQET) which makes predictions for processes involving hadrons containing a

single heavy quark (mQ � ΛQCD). Another example is chiral symmetry which

makes predictions for processes involving light quarks (mq � ΛQCD) at low en-

ergies. Heavy quark symmetry and chiral symmetry can be combined to give

predictions for decays such as B̄ → Dπ`ν̄ and B̄ → D∗π`ν̄. In this dissertation,

we study the predictions for these decays.

1



2 Heavy Quark Effective Theory

2.1 Intuitive Picture

To see how simplifications arise when dealing with hadrons containing a single

heavy quark (c,b,t), consider a simpler system – the hydrogen atom. Since the

proton in the hydrogen atom is so much heavier than the electron, the momenta

exchanged between the two due to their interactions will not significantly affect

the velocity of the proton. The velocity of the proton is very nearly equal to

the velocity of the hydrogen atom. In the rest frame of the atom, the electron

moves as if the proton is a static source of the electric field. If we increase the

mass of the nucleus (by adding a neutron, for example), the wavefunction for

the electron is almost completely unchanged in the rest frame of the atom. This

is because the nucleus is nearly stationary so the electron isn’t sensitive to the

dynamics of the nucleus – it only sees the electric charge. In the hydrogen atom,

the spin of the proton only arises in the hyperfine splitting, i.e. at O(1/mP ), so

the wavefunction of the electron is nearly independent of the spin of the proton

and the spin of the proton is nearly conserved.

Hadrons containing a single heavy quark are very similar to the hydrogen

atom. Typical strong interactions involve momentum transfers of order ΛQCD

between the heavy and light quarks. If mQ � ΛQCD these interactions will have

very little affect on the heavy quark’s velocity. The hadron moves with nearly

the same velocity as the heavy quark, and the light quark(s) see the heavy

quark as a static source of the color field. The light quark is not sensitive to

the mass of the heavy quark (as long as it is large) or its spin. In scattering or

decay processes, it will be the change in 4-velocity of the hadron that is relevant

(rather than the momentum) since the light quark is only sensitive to the change

in the reference frame that contains the static color source.

2
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We can simplify the Feynman rules for a heavy quark as follows. We write

the momentum of the heavy quark as

pµ = mQvµ + kµ (1)

where v is the velocity of the hadron and k is the “residual momentum” which

is of order ΛQCD. Now look at the heavy quark propagator:

i
p/+mQ

p2 −m2
Q

= i
mQv/ + k/ +mQ

2mQv · k + k2
=
v/ + 1

2

i

v · k +O(k/mQ). (2)

To see how the QCD vertex −igγµTC behaves between heavy quark propagators,

we look at

v/ + 1

2
γµ
v/ + 1

2
. (3)

Using (v/ + 1)v/ = 1 + v/, we see that we can insert factors of v/ between the

propagators without changing anything, so we can write (3) as:

v/ + 1

2

[
v/γµ + γµv/

2

]
v/ + 1

2
. (4)

The quantity in brackets is just the anticommutator {v/, γµ}/2 which is equal

to vµ. So for low momentum QCD interactions we have the effective Feynman

rules for heavy quarks:

v, k =
v/ + 1

2

i

v · k (5)

b

a

C,µ

v
= −igvµTCab (6)
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Since there are no gamma matrices in the vertex, the heavy quark spin is

unaffected by low momentum gluon interactions. This tells us that the heavy

quark spin is a good quantum number (i.e. it is approximately conserved). Since

the total angular momentum of a hadron is also a good quantum number, the

total angular momentum of the light degrees of freedom in the hadron must

also be a good quantum number (by “light degrees of freedom” we mean light

quarks, gluons, etc. – often referred to as “brown muck”).

The HQET formalism was created by Isgur and Wise [1] in 1989 based on

ideas which had been known to several people for some time. Several good

reviews of the subject exist, such as [2, 3, 4].

2.2 Matrix Elements

Now we examine the implications of heavy quark symmetry for the calculation

of the matrix elements involved in heavy hadron decays. First we note that the

operator which measures the heavy quark’s spin in its rest frame can be used

to connect spin-0 and spin-1 mesons whose light degrees of freedom have zero

orbital angular momentum:

|PQ〉 =
1√
2

[| ⇑↓〉 − | ⇓↑〉] , J = 0, (7)

|P ∗Q〉 =
1√
2

[| ⇑↓〉+ | ⇓↑〉] , J = 1, Jz = 0, (8)

SQz |PQ〉 =
1

2
|P ∗Q〉, (9)

where the last equation arises because SQz acting on a state with a ⇓ gives a

−1/2 causing the sign of the second term to flip. Note that we needed heavy

quark symmetry in this procedure to tell us that the spins of the heavy and light

degrees of freedom were good quantum numbers. Relation (9) combined with

the commutation relations between various currents (evaluated at the origin)
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and SQz allows us to relate matrix elements. For example,

〈0|A0(0)|P 〉 = 2〈0|A0(0)SQz |P ∗〉
= 2〈0| [A0(0), SQz ] |P ∗〉
= 〈0|V 3(0)|P ∗〉. (10)

One can write down the most general expressions allowed by parity and the

Lorentz structure for vector and axial-vector current matrix elements between

P and P ∗ states. Then, relationships like the one above allow the form factors

which arise to be related to each other. It turns out that the V −A interaction

matrix elements responsible for the weak decays:

Pi → Pj + `ν̄,

Pi → P ∗j + `ν̄,

P ∗i → Pj + `ν̄,

P ∗i → P ∗j + `ν̄, (11)

can all be described by a single form factor, ξ(v ·v′), when heavy quark symmetry

is used. Without HQET, 17 independent form factors would be needed. HQET

also tells us the normalization of the form factor: ξ(1) = 1. So, an experiment

on a single decay process such as B̄ → D∗`ν̄ can determine the decay rates for

all of the processes above. Similar relationships arise for baryons which will not

be considered here.

To compute matrix elements, we begin by constructing an effective La-

grangian for heavy quark fields. We write the heavy quark field, Q(x), as:

Q(x) = e−imQv·x [hv(x) +Hv(x)] (12)

where

hv(x) ≡ eimQv·x
1 + v/

2
Q(x), Hv(x) ≡ eimQv·x

1− v/
2

Q(x), (13)
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which satisfy

v/hv = hv, v/Hv = −Hv. (14)

hv annihilates a heavy quark with velocity v and Hv creates a heavy antiquark

with velocity v. The spatial dependence of hv(x) gives the residual momentum

fluctuations of the field about the case of an on-shell heavy quark with velocity

v. The heavy quark part of the QCD Lagrangian in terms of these fields is:

L = h̄viv ·Dhv − H̄v(iv ·D + 2mQ)Hv + h̄viD/ ⊥Hv + H̄viD/ ⊥hv, (15)

where

Dµ
⊥ ≡ Dµ − vµv ·D, (16)

and v ·Dµ
⊥ = 0. In deriving (15) we make use of h̄vD/ ⊥hv = H̄vD/ ⊥Hv = 0 (the

proof of this is similar to (4)) and h̄vHv = 0. We see that the field Hv has mass

2mQ while the hv field is massless. For large mQ we can compute matrix elements

of the hv field by integrating out the Hv field to obtain an effective Lagrangian.

This was examined in [5] and they found that the resulting non-local action is:

Seff =
∫
d4xLeff − 1

2
Tr {ln(iv ·D + 2mQ − iε)} (17)

where Leff is the Lagrangian that one gets classically from the equation of mo-

tion. The extra term in the action can be shown [5, 6] to be an irrelevant

constant in axial gauge: v · A = 0. Now we compute Leff starting with the

equation of motion (iD/ −mQ)Q = 0 which gives:

iD/ hv + (iD/ − 2mQ)Hv = 0. (18)

If we multiply this by v/ and make use of (14) along with v/D/Hv = (D/ +2v ·D)Hv,

we get:

iv/D/ hv + i(D/ + 2v ·D)Hv + 2mQHv = 0. (19)
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Subtracting (18) from this and using (v/D/ −D/ )hv = −2D/ ⊥hv gives

−2iD/ ⊥hv + (2iv ·D + 4mQ)Hv = 0. (20)

Finally, we have

Hv =
1

iv ·D + 2mQ − iεiD/ ⊥hv (21)

for the classical relationship between the fields. Notice that the H part of the Q

field is suppressed by a factor of 1/mQ relative to the h part of the field. We can

plug this into (15) to compute the Leff which appears in (17) as an expansion

in 1/mQ. We get:

Leff = h̄viv ·Dhv +
1

2mQ

h̄v

[
g

2
σµνF

µν −D2
⊥

]
hv +O(1/m2

Q), (22)

where F µν is the gluon field strength. Notice that the first term in Leff gives the

Feynman rules (5) and (6) which we found earlier. In this dissertation we will

work to lowest order in 1/mQ and we will deal with tree-level processes. For

details on higher order corrections the reader is referred to [2].

To compute rates for weak decays, we are interested in matrix elements of

the vector and axial currents evaluated at the origin (the translation properties

of the states allow the value at the origin to be related to the value at any point

x). We write these currents in terms of the fields above as:

V ji
µ (0) = h̄jv′(0)γµh

i
v(0)+O(1/mQ), Ajiµ (0) = h̄jv′(0)γµγ5h

i
v(0)+O(1/mQ) (23)

and we neglect the O(1/mQ) terms. First we look at the matrix element for the

decay of a spin zero meson into another spin zero meson containing a (generally)

different heavy quark, Pi(v)→ Pj(v
′)+`ν̄. Note that we parameterize the states

by the heavy quark 4-velocity rather than the momentum since velocity is the

more natural quantity to use. The most general form for the hadronic matrix
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element with the right Lorentz and parity transformation properties is:

〈Pj(v′)|V ji
µ (0)|Pi(v)〉/

√
MPjMPi = (v + v′)µf+(v · v′) + (v − v′)µf−(v · v′), (24)

where f+ and f− are scalar form factors and all quantities on the right hand

side are dimensionless. From (23) and (14), we know that

(v − v′)µV ji
µ = h̄jv′(v/− v/′)hiv = 0, (25)

and

(v + v′)µAjiµ = h̄jv′(v/γ5 + v/′γ5)hiv = h̄jv′(−γ5v/ + v/′γ5)hiv = 0. (26)

Applying (25) to (24) gives

0 = 2(1− v · v′)f−(v · v′) (27)

for all v and v′. We conclude that f−(v · v′) = 0. The matrix element for the

axial current is trivially zero since there is no way to construct a pseudovector

from just v and v′:

〈Pj(v′)|Ajiµ (0)|Pi(v)〉 = 0. (28)

We can now compute the decay rate for Pi(v)→ Pj(v
′) + `ν̄ in terms of a single

form factor f+(v · v′) for all pairs of heavy quarks i and j. We can think of

f+(v · v′) as describing the overlap between the light degrees of freedom moving

about a heavy quark with velocity v and those moving about a heavy quark

with velocity v′.

To find the normalization of f+(v ·v′), we note that Jµ = h̄vγ
µhv is conserved

in the effective theory, and it has the associated charge

NQ =
∫
d3xJ0(x) =

∫
d3xh†v(x)hv(x), (29)

which counts the number of heavy quarks Q. If we put NQ between two identical

states we get

〈P (v)|NQ|P (v)〉 = 〈P (v)|P (v)〉 = 2MPv
0(2π)3δ3(~0). (30)
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Now we compare this to (24) with i = j, µ = 0 and v′ = v and we see that

f+(1) = 1. It turns out that this same form factor arises in all vector and axial-

vector matrix elements between mesons without orbital excitations, so the form

factor is “universal”, and is normally denoted by ξ(v · v′) ≡ f+(v · v′).
In order to relate the form factors for the decays Pi(v) → P ∗j (v′) + `ν̄ and

P ∗i (v) → P ∗j (v′) + `ν̄ to ξ(v · v′), we must use the commutation relation be-

tween SQz and the currents so we derive it now. We start with the equal time

commutation relation:
[
ψ†(x)Γψ(x), ψ†(y)Γ′ψ(y)

]
=

ψ†(x)Γ{ψ(x), ψ†(y)}Γ′ψ(y)− ψ†(y)Γ′{ψ(y), ψ†(x)}Γψ(x).
(31)

We generically write a current evaluated at the origin as

J jiµ = h̄jv′(0)Γµh
i
v(0), (32)

where i and j are quark flavors and Γµ is some gamma matrix. The spin operator

for a heavy quark with flavor Q is given by

SQz =
i

2

∫
d3xhQ†v′′ (x)γ1γ2hQv′′(x). (33)

The equal time anti-commutator for h(x) is derived from the canonical anticom-

mutation relation for the Q(x) field and (12) and (21). It is

{hv(t, ~x), h†v′(t, ~y)} = δ3(~x− ~y)δv,v
′
+O(1/mQ). (34)

Putting this all together we find

[
J jiµ , S

Q
z

]
=
i

2
h̄jv(0)Γµγ

1γ2hQv (0)δiQδv
′′,v − i

2
h̄Qv (0)γ1γ2Γµh

i
v(0)δjQδv

′′,v′ . (35)

Now we are prepared to relate the matrix elements for Pi(v)→ P ∗j (v′) + `ν̄

to those for Pi(v)→ Pj(v
′) + `ν̄. The most general form allowed by parity and

Lorentz transformation properties is:

〈P ∗j (v′, ε)|V ji
µ |Pi(v)〉/

√
MP ∗jMPi = iεµνλσε

∗νv′λvσg(v · v′) (36)
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where ε is the polarization vector for the spin-1 P ∗ and the form factor g is

independent of ε because the right hand side must be linear in ε (recall the form

of an amplitude when Feynman rules are used). We look at this matrix element

in the frame where the P ∗ is at rest so v′ = (1,~0), εν = (0, 0, 0, 1) (zero spin

along z-axis), and we take vσ = (y,
√
y2 − 1, 0, 0). The only non-zero matrix

element is µ = 2. Using the convention ε0123 = +1 we have

〈P ∗j (v′, ε)|V ji
2 |Pi(v)〉/

√
MP ∗jMPi = i

√
y2 − 1g(y). (37)

Now we relate this to a matrix element which we have already computed

〈P ∗j (v′, ε)|V ji
2 |Pi(v)〉 = 2〈Pj(v′)|SjzV ji

2 |Pi(v)〉
= 2〈Pj(v′)|

[
Sjz , V

ji
2

]
|Pi(v)〉

= −i〈Pj(v′)|V ji
1 |Pi(v)〉, (38)

where we have made use of (35). The matrix element on the right hand side was

computed before (24) so we have

〈P ∗j (v′, ε)|V ji
2 |Pi(v)〉 = −i

√
MPjMPi(v + v′)1ξ(v · v′) = i

√
MPjMPi

√
y2 − 1ξ(y).

(39)

Comparing this to (37) and noting that MP ∗j = MPj in the mQ → ∞ limit, we

find that g(v · v′) = ξ(v · v′). As stated before, the same form factor arises in

both Pi(v)→ P ∗j (v′) + `ν̄ and Pi(v)→ Pj(v
′) + `ν̄. A similar calculation for the

axial current again shows that all form factors are functions of ξ(v · v′).

2.3 Interpolating Fields

We could continue with the procedure above to determine the V − A matrix

elements for P ∗i (v) → P ∗j (v′) + `ν̄. Instead, we introduce the method of inter-

polating fields which makes the calculation of matrix elements more efficient.
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The idea is to represent the hadrons by operators which have the right quan-

tum numbers to describe the hadrons. For example, the (properly normalized)

interpolating fields which destroy the ground state 0− and 1− mesons are:

P (v) = q̄vγ5hv
√
MP , P ∗(v, ε) = q̄vε/hv

√
MP ∗ , (40)

where qv is a dirac spinor representing the state of the “brown muck” (light

quarks and gluons) which has j = 1/2. Here we have assumed that the polar-

ization vector ε is real – if it is not we must use its complex conjugate in the

equation above. The subscript v on qv indicates that the spinor describes the

dynamics for the “brown muck” moving around a heavy quark that has velocity

v – it does not mean that the light quark has velocity v (it does not). qv is a com-

plicated object which we do not understand beyond its Lorentz transformation

properties. The interpolating fields for creating mesons are:

P (v)† = −
√
MP h̄vγ5qv, P ∗(v, ε)† =

√
MP ∗h̄vε/qv. (41)

Interpolating field representations of states with arbitrary spin have been derived

in [7]. To examine the formalism, we start by computing the matrix element of

a generic current (32) between pseudoscalar states:

〈Pj(v′)|J jiµ |Pi(v)〉 = −
√
MPiMPj〈0|q̄v′γ5h

j
v′h̄

j
v′Γµh

i
vh̄

i
vγ5qv|0〉. (42)

We make the replacement

hivh̄
i
v →

v/ + 1

2
(43)

and we get

〈Pj(v′)|J jiµ |Pi(v)〉 =
√
MPiMPjTr

{
γ5
v/′ + 1

2
Γµ
v/ + 1

2
γ5M

}
, (44)

where

M = 〈0|qv q̄v′|0〉 = A+Bv/ + Cv/′ +Dv/v/′ (45)
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with the last equality given by the Lorentz structure of the matrix element and

the fact that we can’t write down any more terms since v/v/ = 1. Given the cyclic

property of the trace, and (v/+1)γ5v/ = −γ5(v/+1) and v/′γ5(v/′+1) = −γ5(v/′+1),

we can effectively replace M in (44) with

M→ A−B − C +D ≡ ξ(v · v′). (46)

These results with Γµ = γµ and Γµ = γµγ5 yield

〈Pj(v′)|V ji
µ |Pi(v)〉 =

√
MPiMPj(v + v′)µξ(v · v′), (47)

and

〈Pj(v′)|Ajiµ |Pi(v)〉 = 0, (48)

as we found before. Now we proceed to the matrix element of a general current

between a vector and pseudoscalar:

〈P ∗j (v′, ε′)|J jiµ |Pi(v)〉 = −
√
MPiMP ∗j 〈0|q̄v′ε/

′hjv′h̄
j
v′Γµh

i
vh̄

i
vγ5qv|0〉

=
√
MPiMP ∗j Tr

{
ε/′
v/′ + 1

2
Γµ
v/ + 1

2
γ5M

}
. (49)

We note that v/′ε/′(v/′ + 1) = −ε/′(v/′ + 1) since ε′ · v′ = 0. So we can again make

the replacement (46). Taking the appropriate traces, we get

〈P ∗j (v′, ε′)|V ji
µ |Pi(v)〉 =

√
MPiMP ∗j iξ(v · v′)εµνλσε′νv′λvσ, (50)

and

〈P ∗j (v′, ε′)|Ajiµ |Pi(v)〉 =
√
MPiMP ∗j ξ(v · v′)

[
(1 + v · v′)ε′µ − (ε′ · v)v′µ

]
, (51)

where ε′ must be replaced with its complex conjugate if the polarization vector is

not real. Matrix elements of currents between vector meson states are computed

in a similar way. A summary of various matrix elements is given in [8].
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p0 p1
B (D,D∗,D∗∗)

v v′

p2

p3

l
νl

Figure 1: Feynman diagram for B̄ → (D,D∗, D∗∗)`ν̄.

2.4 B̄ → (D,D∗, D∗∗)`ν̄

2.4.1 General Aspects of B̄ → (D,D∗, D∗∗)`ν̄

To compute the decay rate for a B̄-meson into a D-meson (or D∗ or D∗∗) with

a lepton and neutrino, we start with the amplitude

T = Vcb
GF√

2
ū(p2)γα(1− γ5)v(p3)〈D|Vα − Aα|B̄〉. (52)

Now we square T and sum over the lepton and neutrino spins giving

∑

spin

|T |2 =
V 2
cbG

2
F

2
HαβL

αβ, (53)

where

Hαβ = 〈D|Vα − Aα|B̄〉
(
〈D|Vβ − Aβ|B̄〉

)∗
(54)

is the hadronic part computed using HQET, and (taking m3 = 0)

Lαβ = Tr
{

(p/2 +m2)γα(1− γ5)(p/3 −m3)(1 + γ5)γβ
}

= 8
{
pα2p

β
3 − p2 · p3g

αβ + pα3p
β
2 + iεµναβp2µp3ν

}
(55)

is the leptonic part with ε0123 = 1. This gives

Γ =
1

2mB

V 2
cbG

2
F

2

∫ d3p1

2E1(2π)3

d3p2

2E2(2π)3

d3p3

2E3(2π)3
(2π)4δ4(p0−p1−p2−p3)HαβL

αβ.

(56)

Now define

Iαβ(q) ≡
∫ d3p2

2E2(2π)3

d3p3

2E3(2π)3
(2π)4δ4(q − p2 − p3)Lαβ. (57)
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Since Iαβ depends only on q, we can use its Lorentz transformation properties

to write

Iαβ(q) = A(q)gαβ +B(q)qαqβ. (58)

We compute A and B by using

gαβI
αβ = 4A+ q2B,

qαqβI
αβ = q2A+ (q2)2B. (59)

Now compute the left hand sides of (59)

gαβI
αβ =

∫ d3p2

2E2(2π)3

d3p3

2E3(2π)3
(2π)4δ4(q − p2 − p3)8{−2p2 · p3}. (60)

Take m2 = m3 = 0 giving (p2 +p3)2 = 2p2 ·p3 = q2 and work in the frame where

~q = 0 (which we can do since gαβI
αβ is a Lorentz scalar):

gαβI
αβ =

∫ dΩp2dp

2p(2π)3

(2π)4

2p(2π)3
δ(q0 − 2p)8

{
−q2

}

= −
∫ 2dp

π
δ(q0 − 2p)q2

= − 1

π
q2. (61)

Now compute the left side of the second equation in (59)

qαqβI
αβ =

∫ d3p2

2E2(2π)3

d3p3

2E3(2π)3
(2π)4δ4(q−p2−p3)8{2p2 ·qp3 ·q−p2 ·p3q

2}. (62)

Again, we take m2 = m3 = 0 which gives us p2 · p3 = q2/2, p2 · q = q2/2, and

p3 · q = q2/2. From this we see that the quantity in braces above is zero, giving

qαqβI
αβ = 0. In retrospect it is obvious that we should get zero since both the

vector and axial currents are conserved when m2 = m3 = 0. Plugging these

results into (59) to determine A and B results in

A = − 1

3π
q2, B =

1

3π
, (63)
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giving

Iαβ(q) =
1

3π

[
−q2gαβ + qαqβ

]
. (64)

Our expression for the decay rate is now

Γ =
1

2mB

V 2
cbG

2
F

2

∫ d3p1

2E1(2π)3
HαβI

αβ. (65)

Note that Iαβ is symmetric under interchange of α and β (unlike Lαβ), so we

can drop any antisymmetric part in Hαβ. We can write

d3p1 = dΩ1p
2
1dp1 = 4πp1E1dE1 = 4πmD

√
y2 − 1E1mDdy (66)

where y ≡ v · v′ = p0 · p1/mDmB and we have replaced the integration over

angles for p1 by 4π because the integrand is invariant under rotation of the

whole system so we are free to fix ~p1 to be along the z-axis. Finally, we have

the expression

dΓ

dy
=
V 2
cbG

2
F

24π2

m2
D

mB

√
y2 − 1HαβI

αβ. (67)

2.4.2 Specifics of B̄ → D`ν̄

For this case we have (using (47) and (48))

Hαβ = mBmDξ
2(y)(vα + v′α)(vβ + v′β), (68)

giving

IαβHαβ = mBmDξ
2(y)

1

3π

[
−q2(2 + 2v · v′) + (q · v + q · v′)2

]
. (69)

If we define r ≡ mD/mB and recall y ≡ v · v′ we can write

q = mB(v − rv′),
q2 = m2

B(1 + r2 − 2ry),

q · v = mB(1− ry),
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q · v′ = mB(y − r), (70)

giving

IαβHαβ =
m3
BmDξ

2(y)

3π

[
−(1 + r2 − 2ry)(2 + 2y) + (1− ry + y − r)2

]
. (71)

2.4.3 Specifics of B̄ → D∗`ν̄

Here, we will sum over polarizations of theD∗ when computing the rate. Starting

with (50) and (51) (taking the polarization vectors to be real) we have

〈D∗|Vα − Aα|B〉 =
√
mD∗mBξ(y)

[
iεανλκε

νv′λvκ − (1 + v · v′)εα + (ε · v)v′α
]
,

(72)

giving

Hαβ =
∑

pol

mD∗mBξ
2
[
iεαν1λ1κ1ε

ν1v′λ1vκ1 − (1 + v · v′)εα + (ε · v)v′α
]

·
[
−iεβν2λ2κ2ε

ν1v′λ1vκ1 − (1 + v · v′)εβ + (ε · v)v′β
]
. (73)

Now we contract this with appropriate quantities

gαβHαβ =
∑

pol

mD∗mBξ
2
[
εαν1λ1κ1ε

ν1v′λ1vκ1εαν2λ2κ2ε
ν2v′λ2vκ2

+(1 + v · v′)2ε · ε+ (ε · v)2
]
. (74)

Make use of
∑

pol

εµεν = −gµν + v′µv′ν , (75)

∑

pol

εµεµ = −3, (76)

giving

gαβHαβ = mD∗mBξ
2
[
εαν1λ1κ1v

′λ1vκ1(−gν1ν2 + 0)εαν2λ2κ2v
′λ2vκ2

−3(1 + v · v′)2 + vµvν(−gµν + v′µv
′
ν)
]
. (77)



17

Now make use of

εανλ1κ1ε
αν
λ2κ2 = −2 (gλ1λ2gκ1κ2 − gλ1κ2gκ1λ2) , (78)

giving

gαβHαβ = mD∗mBξ
2
[
−2− 6v · v′ − 4(v · v′)2

]
. (79)

The other expression we will need is

qαqβHαβ =
∑

pol

mD∗mBξ
2 [−(1 + v · v′)ε · q + ε · v(v′ · q)]2 . (80)

Now make use of

ε · q = ε · (mBv −mD∗v
′) = mBε · v, (81)

and

v′ · q = mBv · v′ −mD∗ , (82)

giving

qαqβHαβ =
∑

pol

mD∗mBξ
2 [−(1 + v · v′)mB +mBv · v′ −mD∗ ]

2
(ε · v)2. (83)

Performing the polarization sum gives

qαqβHαβ = mD∗mBξ
2(mB +mD∗)

2
[
−1 + (v · v′)2

]
. (84)

Combining (64), (79), and (84), we have

HαβI
αβ = mD∗mBξ

2 1

3π

{
− q2 [−2− 6v · v′ − 4(v · v′)2]

+(mB +mD∗)
2 [−1 + (v · v′)2]

}
. (85)

Using q2 = m2
B + m2

D∗ − 2mBmD∗v · v′ and y ≡ v · v′ along with r ≡ mD∗/mB

gives

HαβI
αβ =

m3
BmD∗ξ

2(y)

3π

[
(1 + r2 − 2ry)(2 + 6y + 4y2) + (1 + r2 + 2r)(y2 − 1)

]
.

(86)
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This result agrees with [9].

This decay has been used in extracting the CKM matrix element |Vcb| be-

cause model dependence only enters at O(Λ2
QCD/m

2
Q) since Luke’s theorem [10]

determines the normalization of the universal form factor, ξ(1) = 1 +O(1/m2
Q)

with no 1/mQ correction. So, |Vcb| is measured by measuring the decay at vari-

ous values of v · v′ and extrapolating to v · v′ = 1. For a recent analysis of the

determination of |Vcb| see [11].



3 Chiral Symmetry

When constructing an effective field theory that describes hadrons made of light

quarks (u, d, and maybe s), we make use of a symmetry which arises for mq �
ΛQCD to reduce the number of unknown coefficients in the effective Lagrangian.

The Lagrangian will have an infinite number of terms involving more and more

derivatives of the fields. As long as we restrict our attention to particles with

small momenta we can keep only the first few terms in the Lagrangian since the

others will be suppressed by powers of the momentum. Consider the Lagrangian

for the light quarks:

L = q̄iiD/ qi −miq̄iqi. (87)

We rewrite this using q = qL + qR where

qL ≡ 1

2
(1−γ5)q, qR ≡ 1

2
(1+γ5)q, q̄L = q̄

1

2
(1+γ5), q̄R = q̄

1

2
(1−γ5), (88)

we get

L = q̄Li iD/ q
L
i + q̄Ri iD/ q

R
i +miq̄

R
i q

L
i +miq̄

L
i q

R
i . (89)

If we neglect the mass terms (we can account for them as a perturbation later

since the mass is small) the Lagrangian is clearly unchanged by the transforma-

tion

qL → LqL, L ∈ SU(3)L (90)

and

qR → RqR, R ∈ SU(3)R (91)

so we have a SU(3)L×SU(3)R global symmetry. Since the full Lagrangian does

not obey this symmetry due to the mass term, we expect the physical spectrum

to show only approximate signs of the symmetry. To see the consequences of

a symmetry for the mass (energy) of a state, consider two states |A〉 and |B〉

19
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that are created by operators A and B respectively which are connected by the

symmetry transformation UAU † = B. We look at the expectation value of the

Hamiltonian:

EA = 〈A|H|A〉 = 〈0|A†HA|0〉. (92)

Now insert U †U = 1 around each operator and make use of UHU † = H (since

the transformation is a symmetry of the Hamiltonian) and UAU † = B. We get

EA = 〈0|U †B†HBU |0〉. (93)

From this, we see that if the vacuum obeys the symmetry of the Hamiltonian,

i.e. U |0〉 = |0〉, we have EA = EB, so there should be degeneracy in the spec-

trum between states connected by a symmetry transformation. This is familiar

from rotational symmetry in quantum mechanics. The rotational symmetry of

the Hamiltonian implies degenerate multiplets (states with the same ~J2 but dif-

ferent Jz). The possible sizes for a multiplet are determined by the possible

representations of the symmetry group. Expectation values of the generator of

the symmetry transformation, ~J , distinguish the states in a multiplet.

However, if we look at the spectrum of observed hadronic states we find that

the approximate (recall the explicit symmetry breaking due to quark masses)

multiplets are not of the pattern we would expect for a SU(3)L × SU(3)R sym-

metry. This leads us to believe that the symmetry is spontaneously broken –

the ground state does not obey the symmetry, i.e. U |0〉 6= |0〉. We must examine

the consequences of spontaneous symmetry breaking before we can construct

our effective Lagrangian.
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}

V(φ)

Re{ φ }

Im{φ

Figure 2: Potential for a simple example of spontaneous symmetry breaking
(“Mexican Hat Potential”).

3.1 Spontaneous Symmetry Breaking and Representa-
tions

First we examine the simplest theory that we can think of with a spontaneously

broken continuous symmetry. We start with the Lagrangian:

L =
1

2
|∂µφ|2 +

1

2
µ2 |φ|2 − 1

4
λ |φ|4 , (94)

where φ is a complex scalar field and µ2 and λ are positive. The Lagrangian is

invariant under the transformation

φ→ φ′ = eiεφ. (95)

The potential part of the Lagrangian is shown in Fig. 2. Note that the minimum

of the potential is not at φ = 0 but rather is at |φ|2 = v2 where

v2 ≡ µ2/λ. (96)

Perturbation theory calculations require that we do an expansion about the

minimum of the potential (so that field values are small around the minimum).

Because of the symmetry of the Lagrangian under the transformation (95), if
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the minimum of the potential does not occur at φ = 0 there must be an infinite

number of possible ground states which are related by the symmetry transfor-

mation – these states lie along the valley of the “Mexican Hat” shown in Fig.

2.

We choose our vacuum state to be φ = v and rewrite the Lagrangian in terms

of new field variables which will have small values for small fluctuations about

the vacuum. First we look at the “Cartesian” representation:

φ ≡ v +R + iI (97)

where R and I are real scalar fields. Our Lagrangian becomes (after dropping

constant terms):

LC =
1

2
(∂µI)2+

1

2
(∂µR)2−µ2R2−λvR3−λvRI2− 1

2
λR2I2− 1

4
λR4− 1

4
λI4. (98)

Examination of the quadratic part of the Lagrangian shows that the I field

describes a massless particle while the R field describes a particle with mass
√

2µ. The I field is a Goldstone boson – it is massless because it represents

movement from the vacuum toward an equivalent vacuum along the valley in the

Mexican Hat. Since the equivalent vacuum has the same energy as the original

one, a state with a zero-momentum I-particle must have zero energy, hence the

I is massless. The transformation (95) is equivalent to the transformation:

R→ R′ = (v +R) cos ε− v − I sin ε, I → I ′ = I cos ε+ (v +R) sin ε, (99)

which leaves LC unchanged.

We could have chosen our fields differently. We now look at the “Polar”

representation:

φ ≡ (v + η)eiθ/v, (100)
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with real fields η and θ which gives a Lagrangian (after dropping constants):

LP =
1

2
(∂µθ)

2 +
1

2
(∂µη)2−µ2η2−λvη3 +

1

v
η(∂µθ)

2 +
1

2v2
η2(∂µθ)

2− 1

4
λη4. (101)

The transformation equivalent to (95) is:

η → η′ = η, θ → θ′ = θ + vε, (102)

which leaves LP unchanged. In this case, θ is the Goldstone boson.

The “Cartesian” and “Polar” theories are equivalent in the sense that on-

shell scattering amplitudes at tree-level must be the same for corresponding

fields. This result was shown in general in [12, 13, 14]. If a Lagrangian L(φ) is

rewritten as L(χF (χ)) where F (0) = 1, the tree and all orders on-shell ampli-

tudes computed with φ and χ are the same. In our examples above R = η(1+...)

and I = θ(1 + ...). Note that although the original field φ transforms linearly

under the symmetry (95), our new fields don’t unless v = 0 (see (99) and (102)).

From the reparameterization independence theorem above, we see that we could

have chosen fields with very strange transformation properties without changing

our results for the on-shell S-matrix.

Given the equivalence of various parameterizations, the question naturally

arises: Which one is “best”? In the examples above, there is a very clear dif-

ference between the Lagrangians LC and LP . In the “Polar” representation the

Goldstone boson only appears with derivative couplings and it does not mix with

the massive particle under the symmetry transformation. Both of these features

are consequences of the fact that θ serves as the coordinate between equivalent

vacua all along the valley of the Mexican Hat (the I-field only connects vacua

around the infinitesimal neighborhood of φ = v). The symmetry transformation

is just an arbitrary (x-independent) shift of the coordinate (θ) along the valley

of the Mexican Hat so adding a constant to θ does not change the energy, and
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therefore θ must only appear in the Lagrangian differentiated so as to have no

effect when a constant is added to it. The derivative interactions don’t appear in

LC , but they arise in calculations through assorted cancellations between pieces

of diagrams.

The fact that the symmetry transformation does not mix the fields in the

“Polar” representation has important consequences if we want to construct an

effective theory that describes just the Goldstone boson. If we take µ to be large,

we can integrate out the η field and be left with a useful theory involving only θ.

The fields decouple, so the new coupling constants in our Lagrangian may have

1/µ modifications, and we may get more vertices with various powers of 1/µ.

What if we tried to apply the same procedure to the “Cartesian” representation?

Clearly this cannot work because if we did somehow integrate the R field out,

a symmetry transformation on the remaining I field would bring it back! This

occurs because construction of a low energy effective theory requires fields which

can describe all states connected by an infinitesimal energy excitation – the I

field alone cannot do this because it cannot parameterize the whole valley of the

Mexican Hat. For more information on integrating out fields, see [15].

We summarize the results of our simple example which will be relevant to

the construction of effective field theories. First, the broken symmetry gives

rise to massless Goldstone bosons. Second, the coupling constants in the broken

Lagrangian are not all independent. Third, spontaneous symmetry breaking

allows an operator with non-trivial transformation properties (such as φ) to

have a non-zero vacuum expectation value because the vacuum does not obey

the symmetry. Fourth, the representation we choose determines how the fields

transform under the symmetry – it is generally not linear. In the representation

where the Goldstone bosons are the coordinates of the symmetry transformation
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the derivative interactions appear clearly in the Lagrangian, and the massive

particles can be integrated out.

3.2 Constructing a Chiral Lagrangian

Now we return to the problem of constructing an effective Lagrangian which

makes appropriate use of the symmetries of the QCD Lagrangian when the

quark masses are small. We write the symmetry transformation in terms of the

conserved charges Qa which generate the transformation:

U = exp {iαaQa} . (103)

The Q’s form a group (the group multiplication is the commutator) and they

commute with the Hamiltonian. Only a subgroupH ⊂ G annihilates the vacuum

if the symmetry is spontaneously broken. For QCD the transformations (90) and

(91) give rise to the Noether currents:

V µ
a = q̄γµ

1

2
λaq, Aµa = q̄γµγ5

1

2
λaq, (104)

where λa are Gell-Mann matrices in SU(3) flavor space. The charges which gen-

erate the symmetry transformations are given in terms of the conserved currents

by:

Q =
∫
d3xJ0(x). (105)

The transformations corresponding to the vector current, V µ
a , mix quarks with

different flavors. This symmetry does not seem to be spontaneously broken since

we witness the near degeneracy of the octect of pseudoscalar mesons (π, K, η).

The axial transformation, however, includes a γ5 which changes the parity and

we do not observe degenerate scalar partners for (π, K, η). We conclude that

the axial subgroup is spontaneously broken, i.e. Q5
a =

∫
d3xq†γ5

1
2
λaq does not

annihilate the vacuum. Note that Q5
a has the the same quantum numbers as the
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zero momentum mesons in the octet (π, K, η). This explains why these mesons

have such small masses – they would be massless Goldstone bosons if the u, d,

s masses were actually zero instead of only being small.

Our goal in constructing an effective Lagrangian will be to choose a represen-

tation where the fields transform linearly under the unbroken SU(3)V symmetry

while only giving derivative interactions to the Goldstone bosons – this will re-

sult in a non-linear transformation of the Goldstone bosons under SU(3)A, but

it allows us to construct a theory with an obvious momentum expansion that

does not require extra massive particles. Note that we require a representation

that is linear under SU(3)V so that we can classify particles in the normal way

under the unbroken symmetry. If the representation is linear, the quadratic

part of the Lagrangian (which is used to construct the Hilbert space of in and

out states) is invariant under the transformation. In a non-linear representation

this is not the case since a symmetry transformation mixes the quadratic and

interaction parts of the Lagrangian. We seek a representation similar to the

“Polar” representation in Sec. 3.1. A formalism for accomplishing this is given

in [13, 14, 16]. We will proceed instead by following intuition gained in Sec. 3.1.

Any operator which is not a singlet under a transformation which leaves the

vacuum unchanged must have vanishing vacuum expectation value since

〈0|O|0〉 = 〈0|U †UOU †U |0〉 = 〈0|UOU †|0〉. (106)

With a spontaneously broken symmetry there will be operators with non-zero

vacuum expectation value which transform non-trivially under the broken sym-

metry (this is allowed because U |0〉 6= |0〉) – an example of this is the φ field in

Sec. 3.1. The vacuum expectation values of such operators are called order pa-

rameters. Invariance of the vacuum under Lorentz transformations requires such

operators to be scalars. The lowest dimension candidate for an order parameter
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in QCD is the quark condensate 〈0|q̄q|0〉 (see [16] for other order parameters

and discussion). We will follow [17] and focus on:

aΣij ≡ q̄Rj q
L
i , (107)

where a is the magnitude of the condensate and Σ is normalized so that ΣΣ† = 1.

Note that q̄RqL = (q̄q− q̄γ5q)/2 and the vacuum expectation value of q̄γ5q must

be zero by parity. We know how qR and qL transform from (90) and (91), so

Σ→ Σ′ = LΣR†. (108)

Since the vacuum is invariant under the SU(3)V transformation L = R = V :

〈0|Σ|0〉 → 〈0|Σ′|0〉 = 〈0|V ΣV †|0〉 = 〈0|Σ|0〉, (109)

so 〈0|Σ|0〉 is simply the identity matrix. Under a SU(3)A transformation, L =

R† = A and 〈0|Σ|0〉 is not invariant. Looking back at our example in Sec. 3.1,

we see that our new field variable θ just acted like the parameter for a local

(instead of global) transformation of the broken symmetry. By analogy, we

introduce pions as the parameters for a local SU(3)A transformation acting on

the vacuum expectation value of Σ. The dynamical field Σ is approximated

at low energies by its VEV with a long wavelength chiral transformation (low

energy pions) applied to it:

Σ(x) ≈ exp
{
iM(x)/

√
2fπ

}
〈0|Σ|0〉exp

{
iM(x)/

√
2fπ

}
= exp

{
2iM(x)/

√
2fπ

}
,

(110)

where M(x) = πa(x)λa/
√

2, i.e.

M =



π0/
√

2 + η/
√

6 π+ K+

π− −π0/
√

2 + η/
√

6 K0

K− K̄0 −η
√

2/3


 , (111)

and fπ = 93MeV. From the transformation properties of Σ we deduce the

transformation properties of the Goldstone bosons. Under SU(3)V :

Σ′ = V ΣV † ⇒ M ′ = VMV †, (112)
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so we see that the Goldstone bosons transform linearly under SU(3)V as desired.

Under an infinitesimal SU(3)A, A = eiε, with ε an infinitesimal matrix ε = εaλa:

Σ′ = AΣA = (1+2iM ′/
√

2fπ+ ...) = (1+iε+ ...)(1+2iM/
√

2fπ+ ...)(1+iε+ ...)

(113)

so

M ′ = M +
√

2fπε+ ... (114)

Notice the similarity between the transformation in (114) and the transformation

of the θ field in (102). The chiral transformation does not mix the Goldstone

bosons with massive particles, it is non-linear, and to lowest order the field

is simply shifted by a constant amount. The “+...” part of (114) represents

higher powers of the Goldstone boson fields and it arises because the group is

non-abelian.

Now we can construct a low energy theory for the Goldstone bosons by

writing down the most general Lagrangian possible. If we only wish to describe

the Goldstone bosons, the Σ field is a good field to work with since it has simple

transformation properties (see (108)). Since the Lagrangian must be invariant

under SU(3)L × SU(3)R, we might try to put a term in the Lagrangian such

as Tr
{

Σ†Σ
}

but this is just 1 – there is no non-trivial invariant term that we

can construct that does not involve derivatives as we expect because of the

representation we have chosen. So we have

Leff = L(2)
eff + L(4)

eff + L(6)
eff + ... (115)

where the superscripts denote the number of derivatives. The lowest term in

the energy expansion is

L(2)
eff =

1

4
f 2
πTr

{
∂µΣ†∂µΣ

}
, (116)
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where we have chosen the coefficient to give a correctly normalized kinetic term

for the pion:

L(2)
eff =

1

2
∂µπa∂

µπa + ... (117)

A procedure for efficiently determining currents from the Lagrangian is given in

Sec. 5.6 of [18]. The result using L(2)
eff is:

Aµa =
i

4
f 2
πTr

{
Σ†λaΣ

}
= −fπ∂µπa + ... (118)

which shows that the axial charge is related to zero momentum pions as ex-

pected. We can account for the non-zero quark masses by putting an explicit

symmetry breaking term into the Lagrangian. To do this, we form the matrix

m = diag{mu,md,ms} and we notice that if it transformed under SU(3)L ×
SU(3)R (although it does not because it involves constants, not fields) accord-

ing to m→ LmR† the quark-level Lagrangian (89) would be invariant even with

the quark masses. So, we add terms to the effective Lagrangian which would be

invariant if m really transformed according to m→ LmR†. An example of such

a term is

Tr
{

Σ†m
}

+ h.c. (119)

which gives a term quadratic in the Goldstone boson field resulting in a pion

mass squared which is linear in the quark masses. For a further discussion, see

[16]. We have not discussed the effect of loop diagrams – the reader is referred

to [15, 16].



4 Combining HQET and Chiral Symmetry

In order to compute decays such as B̄ → Dπ`ν̄ we need to combine the results

of HQET and chiral symmetry. This was done in [8]. Rather than working with

Σ, it will be more convenient to work with the field

ξ(x) ≡
√

Σ(x), (120)

as described in Ch. 6 of [18]. Writing the Lagrangian in terms of ξ will give

derivative interactions only which makes the momentum dependence clear. From

(108), we see that under a SU(3)L × SU(3)R transformation

ξ → ξ′ = LξU † = UξR†, (121)

where in general U is a function of L, R, and ξ (i.e. it is a function of the

Goldstone boson fields and thus depends on x also) for the last equality to hold.

Note that under SU(3)V , L = R = V and U = V is independent of ξ. We can

construct two fields with simple transformation properties:

Vµ =
1

2

[
ξ†∂µξ + ξ∂µξ

†] , (122)

and

Aµ =
i

2

[
ξ†∂µξ − ξ∂µξ†

]
. (123)

The transformation properties are:

Vµ → V ′µ = UVµU † + U∂µU
†, (124)

Aµ → A′µ = UAµU †. (125)

To form a Lagrangian with heavy mesons we need to know their transformation

properties. Since pseudoscalars PQ each contain a light (one of u,d,s) antiquark

(and a heavy quark Q), they transform under SU(3)V as an antitriplet:

PQ → P ′Q = PQV
†. (126)

30
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We define their transformation properties under SU(3)L × SU(3)R as

PQ → P ′Q = PQU
†. (127)

It is convenient to define

DµP
†
Q ≡ (∂µ + Vµ)P †Q, (128)

which transforms simply:

DµP
†
Q → UDµP

†
Q. (129)

Dropping the subscripted Q’s we construct the most general SU(3)L × SU(3)R

symmetric Lagrangian up to one derivative:

LPP ∗ = DµPD
µP † −M2

PPP
† + fQ(PAµP ∗†µ + P ∗µAµP †)

− 1

2
P ∗µνP ∗†µν +M2

P ∗P
∗µP ∗†µ

+
1

2
gQεµνλκ(P

∗µνAλP ∗κ† + P ∗κAλP ∗µν†), (130)

with

P ∗†µν ≡ DµP
∗†
ν −DνP

∗†
µ . (131)

Note that in these equations the asterisks indicate spin-1 mesons, not complex

conjugation. It is shown in [8] that heavy quark symmetry requires:

fQ =
√
MPQMP ∗Qf, gQ =

1

2
f, (132)

where f is independent of the heavy quark Q. This leaves us with a single

unknown coupling f . We can use LPP ∗ to compute interactions between the

heavy mesons and pions as long as the pion momentum is small since we neglect

higher derivative terms. By combining this result with the V −A matrix elements

for weak decays, one can find amplitudes for decays such as B̄ → D∗π`ν̄ and

B̄ → Dπ`ν̄. This is done in [8]. Similar calculations for baryons are also

performed there.



5 B̄ → (D,D∗)π`ν̄

We study in detail the predictions for the semileptonic decays B̄ → D(D∗)π`ν̄

by heavy quark and chiral symmetry. The branching ratio for B̄ → Dπ`ν̄ is

quite significant, as big as (0.5 − 1)%. The branching ratio for B̄ → D∗π`ν̄ is

only of order 10−4 − 10−5 although this calculation does not include possible

contributions from diagrams containing an intermediate D∗∗. Numerical results

for various single particle spectra and their dependence on the pion momentum

cutoff schemes are presented in a series of figures. We also study the parity-

violation effects on the decay rates for different polarizations of the D∗.

5.1 Introduction

The semileptonic decays with a soft pion are completely determined by the

Isgur-Wise function measured in B̄ → D∗`ν̄ and the coupling constant that

describes the strong decay D∗ → Dπ. The Feynman diagrams we use to compute

B̄ → (D,D∗)π`ν̄ are shown in Figs. 3 and 4. The matrix elements for these

decays are explicitly given in [8]. Here, we explore the implications in detail.

Furthermore, since the unknowns appear as an overall factor of the decay matrix

elements, many of the ratios of the differential spectra are free of any adjustable

parameter. Some of these ratios are presented in [19].

There is an experimental motivation to study the semileptonic decays of

the B̄ meson with emission of additional pions. The 1992 Particle Data Group

(PDG) [20] gives

B(B0 → D−`+ν) = (1.8± 0.5)% , (133)

B(B0 → D∗−`+ν) = (4.9± 0.8)% , (134)

B(B+ → D̄0`+ν) = (1.6± 0.7)% , (135)

B(B+ → D̄∗0`+ν) = (4.6± 1.0)% , (136)

32
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(a)

B B∗ D

v ∼v v′

l
νlπ

q

(b)

B D∗ D

v ∼v′ v′

l
νl π

q

Figure 3: Feynman diagrams for B̄ → Dπ`ν̄.

(a)

B B∗ D∗

v ∼v v′

l
νlπ

q

(b)

B D∗ D∗

v ∼v′ v′

l
νl π

q

(c)

B D D∗

v ∼v′ v′

l
νl π

q

Figure 4: Feynman diagrams for B̄ → D∗π`ν̄.
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B(B → e±νe hadrons) = (10.7± 0.5)% , (137)

where ` indicates e or µ mode (not sum over modes), and the charge of B is

not determined in the last branching ratio (137). Clearly, beside the D`ν̄ and

D∗`ν̄ modes, there exist other important semileptonic decays of the B̄ meson.

There are indications from ARGUS [21] and CLEO [22] that B̄ → D∗∗`ν̄ gives

a significant contribution. It is still interesting to ask how large the branching

ratios for B̄ → Dπ`ν̄ and B̄ → D∗π`ν̄ are. It turns out that the branching

ratio for B̄ → Dπ`ν̄ can be quite significant, perhaps as large as 1%, while the

branching ratio for B̄ → D∗π`ν̄ is much smaller, of order 10−4 to 10−5.

For a comparison of our work to other recent studies the reader is referred

to [19]. In our work, starting with the amplitudes given in [8], we derive explicit

formulae for the differential decay rates of both B̄ → Dπ`ν̄ and B̄ → D∗π`ν̄.

Single particle energy spectra for D or D∗, the electron and the pion are evalu-

ated numerically using Monte Carlo integration; their dependence on the pion

momentum cutoff schemes is studied. In the case of B̄ → Dπ`ν̄, the D∗ pole

dominates the amplitude, and the rates for the Dπ system in the resonant and

nonresonant regions (to be defined in Sec. 5.5) are sensitive to the total de-

cay width of D∗. Although the charged D∗± decay almost exclusively to Dπ,

the neutral D∗0 has a substantial radiative decay contribution [23, 24]. Conse-

quently, the widths of D∗ are not simply related to the D∗Dπ coupling constant.

With theoretical results for the D∗Dπ coupling constant and the total widths

of D∗± and D∗0 [23], we are able to predict the decay rates for B̄ → D∗`ν̄ and

B̄ → (Dπ)nonres`ν̄. The definitions of resonating Dπ (to be identified with D∗)

and nonresonating Dπ are given in Sec. 5.5. Our results for B̄ → D∗`ν̄ for both

charged and neutral B̄ mesons agree with the available data (134) and (136).

In the case of B̄ → D∗π`ν̄, the single particle spectra are calculated for
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polarized D∗. The underlying V −A interaction of the quarks makes the spectra

polarization dependent. Instead of describing all these results in words, we

present them in a series of figures.

5.2 Kinematics

In this section we will review the kinematics of the decays

B̄ → D + π + `ν̄ , (138)

B̄ → D∗ + π + `ν̄ . (139)

General kinematics for such processes has been studied by several authors before

[25, 26, 27, 28, 29]. We will pay special attention to the new features for the

latter where the polarization of D∗ is involved. It is well known that there are

five independent kinematic variables for these processes if the spin of the initial

state is zero or is not observed. Let the momentum of the B̄ meson, D (or

D∗), the pion, the charged lepton, and the neutrino be PB, p, q, p` and pν ,

respectively. For the five variables we follow earlier authors’ convention and

pick

sM = (p+ q)2 ,

sL = (p` + pν)
2 ,

θ = the angle between ~p in the D(D∗)π rest frame and the line of the flight of

the D(D∗)π system in the B̄ meson’s rest frame,

θ` = the angle between ~p` in the `ν̄ rest frame and the line of flight of the `ν̄

system in the B̄ meson’s rest frame,

φ = the angle between the normals to the planes defined in the B̄ meson’s rest

frame by the momenta of the D(D∗)π pair and the `ν̄ pair, respectively.

The sense of φ is from the D(D∗)π plane to the `ν̄ plane.
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x

y

z

D

π

θ
l

ν

θl

φ

(a)

pD* e1

e2
e3

θ(b)

Figure 5: (a) General kinematics of B̄ → D(D∗)π`ν̄. The dashed lines are the
lines of flight of the D(D∗)π pair and lepton pair in the rest frame of the B̄
meson. Solid lines denote the line of flight of D (D∗) and π in the M -frame
and that of the lepton and neutrino in the L-frame. The coordinates x, y, and
z are indicated, and the angles θ, θ` and φ are labeled. (b) The three linear
polarization vectors of D∗ in the M -frame. The vector ~e1 is in x-z plane, ~e2 is
along the ŷ axis and ~e3 is along ~p.

These variables are depicted in Fig. 5. In the same figure, we also display

the three orthonormal vectors associated with the 3-momentum of D∗ in the

D∗π rest-frame. They will be useful for describing the polarization states of D∗.

The positive z-axis is along the line of flight of the D(D∗)π system in the B̄

meson’s rest frame; the x-axis is in the D(D∗)π plane. The lepton mass will be

neglected. Now we form the combinations,

P = p+ q , Q = p− q , (140)

L = p` + pν , N = p` − pν , (141)

and find

P · L =
1

2
(m2

B − sM − sL) , (142)

L ·N = 0 , (143)

P ·Q = m2 −m2
π , (144)

Q2 = 2(m2 +m2
π)− sM , (145)
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N2 = −sL , (146)

where m2 = m2
D or m2

D∗ as the case may be.

Three frames of reference are of particular interest: the B-frame in which the

B̄ meson is at rest, the M -frame which is the center-of-mass frame of the D(D∗)π

system, and the L-frame which is the center-of-mass frame of the lepton pair.

To construct some of the Lorentz invariants, it is often necessary to specify the

individual components of various four-vectors in one of these coordinate systems.

This information is provided in Appendix A. In particular, we find

Q ·N =

(
m2 −m2

π

sM

)
X cos θ` + β(P · L) cos θ cos θ`

−√sMsLβ sin θ sin θ` cosφ , (147)

σ ≡ εµνλκQ
µP νNλLκ = −√sMsLβX sin θ sin θ` sinφ (148)

PB · p =
1

2

[
sM +m2 −m2

π

2sM

(
m2
B + sM − sL

)
+Xβ cos θ

]
, (149)

PB · q =
1

2

[
sM +m2

π −m2

2sM

(
m2
B + sM − sL

)
−Xβ cos θ

]
, (150)

PB · p` =
1

2

[
1

2

(
m2
B + sL − sM

)
+X cos θ`

]
, (151)

where X and β are defined in Appendix A, and our convention is ε0123 = 1.

In the laboratory frame (the B-frame), the above relations become

PB · p = mBEp , (152)

PB · q = mBEq , (153)

PB · p` = mBE` . (154)

The four-body phase space element is given by

d(PS) =
d3p

(2π)32Ep

d3q

(2π)32Eq

d3p`
(2π)32E`

d3pν
(2π)32Eν

×(2π)4δ4(PB − p− q − p` − pν) . (155)
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To reduce the above expression to a five-dimensional integral, we insert the

factors

1 =
∫ d3P

2EP
dsMδ

4(P − p− q) , EP =
√
~P 2 + sM , (156)

1 =
∫ d3L

2EL
dsLδ

4(L− p` − pν) , EL =
√
~L2 + sL, (157)

then

d(PS) = dsMdsL
1

(2π)8
IMILIB , (158)

where

IM =
∫ d3p

2Ep

d3q

2Eq
δ4(P − p− q)

=
π

4
βd cos θ , (159)

IL =
∫ d3p`

2E`

d3pν
2Eν

δ4(L− p` − pν)

=
1

8
d cos θ`dφ , (160)

IB =
∫ d3P

2EP

d3L

2EL
δ4(PB − P − L)

= π
X

m2
B

. (161)

Finally, we obtain the desired result

d(PS) =
1

2(4π)6m2
B

XβdsMdsLd cos θd cos θ`dφ . (162)

The region of integration is specified by

0 < sL < (mB −√sM)2 , (163)
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(m+mπ)2 < sM < m2
B , (164)

0 < θ , θ` < π , (165)

0 < φ < 2π . (166)

In the next two sections we will consider the single particle energy spectra in

the laboratory frame (the B-frame). For this purpose we can make use of the

relations (147)-(151) and (152)-(154) to change variables from sM and sL to Ep

and E` or Eq and E`. For example,

dsMdsL =

[
∂(Ep , E`)

∂(sM , sL)

]−1

dEpdE` . (167)

The Jacobian in (167) can be computed from (147)-(151) and (152)-(154). Other

expressions for the four-body phase space element which were useful in doing

numerical calculations and verifying results are found in [30].

When performing Monte Carlo integration to compute a decay rate, con-

vergence is improved significantly by performing a change of variables which

“smooths-out” the integrand (variance reduction). When computing B̄ → Dπ`ν̄

it is important to use this method since the resonance causes the propagator of

the intermediate D∗ to be very sharply peaked. A useful change of variables is:

∫ d

c
dxf(x) =

∫ 1

0
dηN

[
(x− a)2 + b2

]
f(x) (168)

where

x(η) ≡ a+ b tan
[
tan−1

(
c− a
b

)
+Nbη

]
(169)

and

N ≡ 1

b

[
tan−1

(
d− a
b

)
− tan−1

(
c− a
b

)]
. (170)

The quantity in square brackets in (168) is used to cancel the nearly divergent

denominator of the D∗ propagator, thus reducing the variance of the integral.
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5.3 The Semileptonic Decay B̄ → D + π + `ν̄

The general formalism for this type of decay has been worked out by several

authors [8, 25, 26, 27]. The hadronic matrix element for this process contains

four form factors. We will not repeat the analysis here. As described in Sec. 4,

the combined heavy quark symmetry and chiral symmetry requires only a single

form factor to describe the decay, provided the emitted pion is soft.

The essential results are summarized below. The effective Lagrangian for

semileptonic weak decays is given by

Leff =
GF√

2
Jµjµ , (171)

where GF is the Fermi coupling constant, Jµ the charged hadronic weak current

and jµ the lepton’s charged weak current. To be specific, let us consider B̄0 →
D+ + π0 + e−ν̄e. We have followed the convention that a B̄ meson contains a b

quark, while a D meson contains a c quark. The matrix element is given by

Mfi =
GF√

2
Vcb〈π0(q)D+(p) | J cbµ | B̄0(PB)〉ū(p`)γ

µ(1− γ5)v(pν) , (172)

where Vcb is the CKM matrix element [31] for b→ c transitions. We will write

〈π0(q)D+(p) | J cbµ | B̄0(PB)〉 =
if

2fπ

√
mBmDCcbξHµ , (173)

where the pion decay constant fπ = 93 MeV, f is the D∗Dπ coupling constant,

ξ is the universal Isgur-Wise function normalized to

ξ(v · v′) = 1 at v = v′ , (174)

and Ccb is the QCD correction factor
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Ccb(v · v′) =

[
αs(mb)

αs(mc)

]− 6
25
[
αs(mc)

αs(µ)

]aL(v·v′)
, (175)

aL(w) =
8

27

[
w√

w2 − 1
ln
(
w +
√
w2 − 1

)
− 1

]
. (176)

The quantity Hµ can be extracted from the result in [8]; it is given by

Hµ = w1vµ + w2v
′
µ + rqµ + ihεµνλκq

νv′λvκ , (177)

where the four-velocities v and v′ are defined by

PB = mBv , p = mDv
′ . (178)

The form factors w1,2, r and h are explicitly known in the soft pion limit:

w1 =
q · (v + v′)

2v · q + 2∆B

, (179)

w2 = − q · (v + v′)
2v′ · q − 2∆D

, (180)

r = − (1 + v · v′)
[

1

2v · q + 2∆B

− 1

2v′ · q − 2∆D

]
, (181)

h =
1

2v · q + 2∆B

− 1

2v′ · q − 2∆D

, (182)

∆B ≡ mB∗ −mB , ∆D ≡ mD∗ −mD . (183)

In the numerical calculations, we have incorporated the finite width of D∗,

ΓD∗ , to properly handle the D∗ resonance by making the replacement:
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1

2v′ · q − 2∆D

→ mD∗

(p+ q)2 −m2
D∗ + imD∗ΓD∗

. (184)

The differential decay rate is then

dΓ
(
B̄0 → D+ + π0 + e−ν̄`

)
=

1

2mB

|Mfi |2 d(PS)

=
G2
FmD

8m2
B(4π)6

(
f

fπ
Ccbξ

)2

| Vcb |2
(

1

4
HµH

∗
νL

µν
)

× βXdsMdsLd cos θd cos θ`dφ , (185)

where the lepton tensor Lµν is given by

Lµν = 4(LµLν −NµNν − sLgµν − iεµνλκLλNκ) . (186)

For a charged pion in the final state, the above expression (185) for dΓ has to be

multiplied by 2 due to isospin. A straightforward but tedious calculation gives

1

4
HµH

∗
νL

µν = | w1v · L+ w2v
′ · L+ rq · L |2

− | w1v ·N + w2v
′ ·N + rq ·N − i h

2mBmD

σ |2

−sL
{
| w1 |2 +(w1w

∗
2 + w∗1w2)v · v′ + (w1r

∗ + w∗1r)v · q
+ | w2 |2 +(w2r

∗ + w∗2r)v
′ · q+ | r |2 m2

π+

+ | h |2
[
m2
π

(
(v · v′)2 − 1

)
− 2(v · q)(v′ · q)(v · v′) + (q · v)2

+(q · v′)2
]}

−i
{

1

2mBmD

(w1w
∗
2 − w∗1w2)− 1

2mB

(w1r
∗ − w∗1r)

− 1

2mD

(w2r
∗ − w∗2r)

}
σ

+(hw∗1 + h∗w1) [−(v · q)(L · v′)(N · v)− (v · v′)(L · v)(N · q)
−(L · q)(N · v′) + (v · v′)(L · q)(N · v) + (L · v′)(N · q)
+(v · q)(L · v)(N · v′)]
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+(hw∗2 + h∗w2) [−(v′ · q)(L · v′)(N · v)− (L · v)(N · q)
−(v · v′)(L · q)(N · v′)

+(L · q)(N · v) + (v · v′)(L · v′)(N · q) + (v′ · q)(L · v)(N · v′)]
+(hr∗ + h∗r)

[
−m2

π(L · v′)(N · v)− (q · v′)(L · v)(N · q)
−(q · v)(L · q)(N · v′) + (q · v′)(L · q)(N · v)

+(q · v)(L · v′)(N · q) +m2
π(L · v)(N · v′)

]
. (187)

where σ is the pseudoscalar defined by (148). In deriving (187) we have also

made use of the relations

εµνλκN
µqνv′λvκ = − 1

2mBmD

σ , (188)

εµνλκL
µN νvλv′κ =

1

2mBmD

σ , (189)

εµνλκv
′µqνLλNκ = − 1

2mD

σ , (190)

εµνλκv
µqνLλNκ = − 1

2mB

σ . (191)

With the help of (147)-(151), (152)-(154) and (167), we can work out the

single-particle spectra dΓ/dED, dΓ/dEπ and dΓ/dE`. They will be discussed

in Sec. 5.5.

5.4 The Semileptonic Decay B̄ → D∗ + π + `ν̄

The kinematics for this decay is very similar to the one discussed in previous

sections. The new feature here is the polarization of the vector meson D∗ which

we will exploit in our study.
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In analogy with (173) for B̄ → Dπ`ν̄ we define

〈D∗+(p)π0(q) | J cbµ | B̄0(PB)〉 = − i
2

√
mBmD∗

f

fπ
CcbξH

′
µ , (192)

where an extra minus sign is introduced here compared with (173) due to the

scalar products involving the polarization vector εµ of D∗. Heavy quark sym-

metry and chiral dynamics have a definite prediction for H ′µ when the emitted

pion is soft. In this limit we find from [8]

H ′µ = a1vµ + a2v
′
µ + a3qµ + a4ε

∗
µ

+ iεµνλκε
∗ν (b1q

λv′κ + b2q
λvκ + b3v

λv′κ
)

, (193)

where

PB = mBv , p = mD∗v
′ , (194)

and

a1 = −
[

1

−2v · q − 2∆B

+
1

2v′ · q + 2∆D

]
(ε∗ · q) , (195)

a2 =
1

−2v · q − 2∆B

[(ε∗ · v)(v · q)− ε∗ · q]

− 1

2v′ · q
[
iερσλκq

ρε∗σv′λvκ + (q · v′)(ε∗ · v)
]

− 1

2v′ · q + 2∆D

(ε∗ · q) , (196)

a3 =

[
1

−2v · q − 2∆B

+
1

2v′ · q

]
(ε∗ · v) , (197)

a4 =
1

−2v · q − 2∆B

[(q · v′)− (v · v′)(v · q)]
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− 1

2v′ · q [(q · v)− (v · v′)(v′ · q)] , (198)

b1 =
1

−2v · q − 2∆B

+
1

2v′ · q (1 + v · v′) , (199)

b2 =
1

−2v · q − 2∆B

, (200)

b3 =
−(q · v)

−2v · q − 2∆B

. (201)

In our numerical calculations for this process we will not employ the full prop-

agator (184) as we do for the decay B̄ → Dπ`ν̄, since none of the intermediate

states can become real here.

The absolute value squared of the matrix element involves

1

4
H ′µH

′∗
ν L

µν = | H ′ · L |2 − | H ′ ·N |2 −sLH ′ ·H ′∗

−iεµνλκH ′µH ′∗ν LλNκ , (202)

where the lepton tensor Lµν is the same as the one given by (186). Each term

in (202) is straightforward to compute, though it is tedious sometimes.

To begin with, we introduce the quantities

σ1 = εµνλκN
µε∗νqλv′κ , (203)

σ2 = εµνλκN
µε∗νqλvκ , (204)

σ3 = εµνλκN
µε∗νvλv′κ , (205)

σ4 = εµνλκv
µε∗νqλv′κ . (206)

and

σ′1 = εµνλκε
∗µενqλv′κ , (207)
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σ′2 = εµνλκε
∗µενqλvκ , (208)

σ′3 = εµνλκε
∗µενvλv′κ , (209)

σ′4 = εµνλκε
∗µενLλNκ . (210)

Then, we find

H ′ · L = a1v · L+ a2v
′ · L+ a3q · L+ a4ε

∗ · L
+iσ4(mBb1 +mD∗b2 + b3) , (211)

H ′ ·N = a1v ·N + a2v
′ ·N + a3q ·N + a4ε

∗ ·N
+i(σ1b1 + σ2b2 + σ3b3) , (212)

H ′ ·H ′∗ = Ta + Tab + Tb , (213)

Ta = | a1 |2 + | a2 |2 + | a3 |2 m2
π− | a4 |2 +(a1a

∗
2 + a∗1a2)v · v′

+(a1a
∗
3 + a∗1a3)v · q + (a2a

∗
3 + a∗2a3)v′ · q

+a1a
∗
4ε · v + a∗1a4ε

∗ · v + a3a
∗
4ε · q + a∗3a4ε

∗ · q , (214)

Tab = −ia1b
∗
1σ
∗
4 + ia∗1b1σ4 + ia2b

∗
2σ
∗
4 − ia∗2b2σ4

+ia3b
∗
3σ
∗
4 − ia∗3b3σ4

−i(a4b
∗
1 + a∗4b1)σ′1 − i(a4b

∗
2 + a∗4b2)σ′2

−i(a4b
∗
3 + a∗4b3)σ′3 , (215)

Tb = | b1 |2
[
m2
π+ | ε · q |2 −(q · v′)2

]
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+ | b2 |2
[
m2
π − (ε∗ · q)(ε · v)(q · v)− (ε∗ · v)(ε · q)(q · v)+ | ε · q |2

+ |ε · v|2m2
π − (q · v)2

]

+ | b3 |2
[
1+ | ε · v |2 −(v · v′)2

]

+b1b
∗
2

[
m2
π(v · v′)− (ε∗ · v)(ε · q)(v′ · q)+ | ε∗ · q |2 (v · v′)− (q · v)(q · v′)

]

+b∗1b2

[
m2
π(v · v′)− (ε · v)(ε∗ · q)(v′ · q)+ | ε∗ · q |2 (v · v′)− (q · v)(q · v′)

]

+b2b
∗
3

[
(q · v)(v · v′)− | ε · v |2 (q · v′) + (ε∗ · v)(ε · q)(v · v′)

−(q · v′)]
+b∗2b3

[
(q · v)(v · v′)− | ε · v |2 (q · v′) + (ε · v)(ε∗ · q)(v · v′)

−(q · v′)]
+b3b

∗
1 [(q · v) + (ε∗ · q)(ε · v)− (q · v′)(v · v′)]

+b∗3b1 [(q · v) + (ε · q)(ε∗ · v)− (q · v′)(v · v′)] . (216)

Similarly, we write

iεµνλκH ′µH
′∗
ν LλNκ = Ra +Rab +Rb , (217)

where

Ra = i | a4 |2 σ′4 + Im
{
σ
(
− 1

mBmD∗
a1a

∗
2 +

1

mB

a1a
∗
3 +

1

mD∗
a2a

∗
3

)

−2σ∗1 (a2a
∗
4 −mD∗a3a

∗
4)− 2σ∗2 (mBa3a

∗
4 + a1a

∗
4)

+2σ∗3 (mD∗a1a
∗
4 +mBa2a

∗
4)
}

(218)

Rab = 2Re {a∗1b1 [(v · ε∗)(L · q)(N · v′) + (N · ε∗)(v · q)(L · v′)
+(L · ε∗)(N · q)(v · v′)
−(L · ε∗)(v · q)(N · v′)− (N · ε∗)(L · q)(v · v′)− (v · ε∗)(N · q)(L · v′)]
+a∗1b2 [(v · ε∗)(L · q)(N · v) + (N · ε∗)(v · q)(L · v) + (L · ε∗)(N · q)
−(L · ε∗)(v · q)(N · v)− (N · ε∗)(L · q)− (v · ε∗)(N · q)(L · v)]
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+a∗1b3 [(v · ε∗)(L · v)(N · v′) + (N · ε∗)(L · v′) + (L · ε∗)(N · v)(v · v′)
−(L · ε∗)(N · v′)− (N · ε∗)(L · v)(v · v′)− (v · ε∗)(N · v)(L · v′)]
+a∗2b1 [(N · ε∗)(v′ · q)(L · v′) + (L · ε∗)(N · q)
−(L · ε∗)(v′ · q)(N · v′)− (N · ε∗)(L · q)]
+a∗2b2 [(N · ε∗)(v′ · q)(L · v) + (L · ε∗)(N · q)(v · v′)
−(L · ε∗)(v′ · q)(N · v)− (N · ε∗)(L · q)(v · v′)]

+a∗2b3 [(N · ε∗)(v · v′)(L · v′) + (L · ε∗)(N · v)− (L · ε∗)(v · v′)(N · v′)
−(N · ε∗)(L · v)]

+a∗3b1

[
(q · ε∗)(L · q)(N · v′) + (N · ε∗)m2

π(L · v′)
+(L · ε∗)(N · q)(q · v′)
−(L · ε∗)m2

π(N · v′)− (N · ε∗)(L · q)(q · v′)− (q · ε∗)(N · q)(L · v′)
]

+a∗3b2

[
(q · ε∗)(L · q)(N · v) + (N · ε∗)m2

π(L · v) + (L · ε∗)(N · q)(q · v)

−(L · ε∗)m2
π(N · v)− (N · ε∗)(L · q)(q · v)− (q · ε∗)(N · q)(L · v)

]

+a∗3b3 [(q · ε∗)(L · v)(N · v′) + (N · ε∗)(q · v)(L · v′)
+(L · ε∗)(N · v)(q · v′)
−(L · ε∗)(q · v)(N · v′)− (N · ε∗)(L · v)(q · v′)− (q · ε∗)(N · v)(L · v′)]
+a∗4b1 [−(L · q)(N · v′) + (N · ε∗)(ε · q)(L · v′)− (L · ε∗)(ε · q)(N · v′)
+(N · q)(L · v′)]
+a∗4b2 [−(L · q)(N · v) + (N · ε∗)(ε · q)(L · v) + (L · ε∗)(N · q)(ε · v)

−(L · ε∗)(ε · q)(N · v)− (N · ε∗)(L · q)(ε · v) + (N · q)(L · v)]

+a∗4b3 [−(L · v)(N · v′) + (N · ε∗)(ε · v)(L · v′)− (L · ε∗)(ε · v)(N · v′)
+(N · v)(L · v′)]} , (219)

and

Rb = −Im
{

[(L · v′)(N · q)− (L · q)(N · v′)]
(
| b1 |2 σ′1 + b∗2b1σ

′
2 + b∗3b1σ

′
3

)

+ [(L · v)(N · q)− (L · q)(N · v)]
(
| b2 |2 σ′2 + b∗1b2σ

′
1 + b∗3b2σ

′
3

)

+ [(L · v′)(N · v)− (L · v)(N · v′)]
(
| b3 |2 σ′3 + b∗2b3σ

′
2 + b∗1b3σ

′
1

)
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+ [(L · q)(N · ε∗)− (L · ε∗)(N · q)] (b∗1b2 − b∗2b1)σ∗4

+ [(L · ε∗)(N · v)− (L · v)(N · ε∗)] (b∗2b3 − b∗3b2)σ∗4

+ [(L · v′)(N · ε∗)− (L · ε∗)(N · v′)] (b∗3b1 − b∗1b3)σ∗4
}
. (220)

The polarization state of a massive vector meson is not a Lorentz invariant

concept. A state with a definite polarization in one frame of reference will

become a linear combination of states with different polarizations in another

frame of reference. When the polarization of a vector meson is specified, we

have to give the frame of reference in which it is defined. In our numerical

calculations and results to be presented in the next section, we will employ

states of D∗ with definite polarizations in the rest frame of the B̄ meson (the B-

frame). The polarization vectors in the M -frame and their Lorentz transforms

in the L-frame are provided in Appendix A. Polarization vectors in the B-frame

are not explicitly given, but they are not difficult to construct.

5.5 Results and Discussion

In this section we make use of the results obtained in the last two sections to

compute the single particle spectra for the charmed meson (D or D∗), the pion

and the electron, and the total rates for B̄ → D+π+ `ν̄ and B̄ → D∗+π+ `ν̄.

These results are presented in a series of figures. The energies in the single

particle spectra of these figures are those measured in the rest frame of the

B̄ meson; the polarizations of D∗ are also specified in the B-frame. Since the

validity of chiral symmetry demands the emitted pions be soft, we must impose

cutoffs on the pion momenta in our calculation. It is not clear how soft a pion

must be for chiral symmetry to work, nor is it obvious in which reference frame

the pion has to be soft. For the problem at hand, there are two obvious frames:

the rest frame of the B̄ meson and the rest frame of D(D∗) system. As the
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pion is soft, the center of mass frame of the D(D∗)π system is approximately

the same as the rest frame of the D(D∗) meson. We refer to the latter as the

D-frame or the D∗-frame as the case may be. Results are presented with the

pion momentum cutoff in the B-frame, the D-frame, or both. We simply cut off

the pion’s 3-momentum at 100 MeV/c or 200 MeV/c in the appropriate frame

of reference. Comparison among the plots for different cutoffs should give some

idea of the sensitivity of our results to the different cutoff procedures. Generally

speaking, the shapes of various spectra do not differ very much. The rate for

B̄ → Dπ`ν̄ does not change by much, but that for B̄ → D∗π`ν̄ varies by almost

an order of magnitude.

Throughout our calculations, we use the following values of the well-measured

parameters [20, 32]:

mB± = 5278.6 MeV, mB0 = 5278.7 MeV, mB∗ = 5331.3 MeV,

mD0 = 1864.5 MeV, mD± = 1869.3 MeV, mD∗± = 2010.1 MeV,

mD∗0 = 2007.1 MeV, fπ = 93.0 MeV, GF = 1.16637× 10−11 MeV−2.(221)

We also use

f = −1.5 , ΓD∗+ = 141 keV , ΓD∗0 = 102 keV . (222)

In (222), the value for the fundamental coupling constant f is the one from the

quark model given in [8], and the D∗ widths are the prediction from [23]. We

also used other values for ΓD∗ as shown in Figs. 9-12. As for the Isgur-Wise

form factor, we use the one given by Burdman [33]

ξ(y) = 1− ρ2(y − 1) + c(y − 1)2 . (223)
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with

ρ = 1.08± 0.10 , c = 0.62± 0.15 . (224)

In his fit Burdman found

|Vcb| = 0.041± 0.005± 0.002 , (225)

which is somewhat smaller than the values obtained by several experimental

analyses [34]. But it is not easy to compare (225) with other analyses since

Burdman’s fit includes QCD corrections. As a result, ξ(y) given by (223) is only

applicable to B̄ → D(D∗) decays.

We now consider some details of the decays B̄0 → D + π + `ν̄. Since the

intermediate D∗ can be on its mass shell, results for this decay rate are separated

into two categories: resonant and nonresonant. The resonant part is defined as

those events with the invariant mass of Dπ satisfying [35]:

| m(Dπ)−mD∗ |< 3ΓD∗ . (226)

All others are nonresonant. For comparison with experiment, the resonant part

is identified as B̄0 → D∗`ν̄ followed by the decay of the D∗ to the specific

Dπ state, while the nonresonant part is identified as B̄0 → Dπ`ν̄. We have

found that the contribution from the D∗ pole dominates both the resonant and

nonresonant decays. Since the most important Feynman diagram is Fig. 3b,

where the pion is emitted in a transition from D∗ to D, it is most reasonable

to cut the pion’s three momentum off in the D-frame. We see from Figs. 6-8

that the shapes do not change much between the single-particle spectra in the

resonant region and their counterparts in the nonresonant region. However, the

rates in the resonant region are larger than those in the nonresonant region

by a factor of 7. When the cutoff increases from 100 MeV to 200 MeV, the
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Figure 6: The energy spectra of the D meson from B̄0 → D+π0e−ν̄e in the
resonant region (solid line) and in the nonresonant region (broken lines). Shown
are effects of two pion momentum cutoffs (100 MeV and 200 MeV) in the D-
frame on the nonresonant contributions. The bump at the high energy end is an
artifact of the simple cutoff imposed on the pion. The resonant contribution is
not affected by these pion momentum cutoffs. The spectrum is in units of MeV
/ MeV.
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Figure 7: The energy spectra of the electron from B̄0 → D+π0e−ν̄e in the reso-
nant region (solid line) and in the nonresonant region (broken lines). Shown are
effects of two pion momentum cutoffs (100 MeV and 200 MeV) in the D-frame
on the nonresonant contributions. The resonant contribution is not affected by
these pion momentum cutoffs. The spectrum is in units of MeV / MeV.
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Figure 8: The energy spectra of the pion from B̄0 → D+π0e−ν̄e in the resonant
region (solid line) and in the nonresonant region (broken lines). Shown are
effects of two pion momentum cutoffs (100 MeV and 200 MeV) in the D-frame
on the nonresonant contributions. The resonant contribution is not affected by
these pion momentum cutoffs. The spectrum is in units of MeV / MeV.
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nonresonant rate increases by about 15%. The pion momentum cutoff of 100

MeV or 200 MeV in the D-frame has no effect on the resonant contribution, since

the pion momentum in this frame is only about 40 MeV. We have investigated

the sensitivity to ΓD∗ of the shapes of the single particle spectra. They hardly

change as ΓD∗ varies from 0.1 MeV to 1 MeV.

To estimate the branching ratios of decays B̄0 → (Dπ)res + e−ν̄e and B̄0 →
(Dπ)nonres + e−ν̄e, we first convert the mean lifetime of B̄ mesons [20]

τB = (12.9± 0.5)× 10−13s , (227)

to a total decay width of

ΓB =
h̄

τ
= (0.51± 0.02)× 10−9 MeV . (228)

The width ΓD∗ also affects the total decay rates for B̄0 → (Dπ)res + e−ν̄e and

B̄0 → (Dπ)nonres + e−ν̄e. The dependence of the integrated rates on ΓD∗ is

displayed in Figs. 9-12. We have fixed the value of f in the amplitudes by

(222), but have treated ΓD∗ as a free parameter in the D∗ propagator (184).

In this way, a linear relationship between the integrated rates and 1/ΓD∗ is

expected theoretically. The details are presented in Appendix B. We notice that

as ΓD∗ varies from 0.1 MeV to 1 MeV, Γ[B̄0 → (D+π0)res +e−ν̄e] decreases from

about 1.2 × 10−11 MeV to 1.2 × 10−12 MeV for qmax = 100 MeV or qmax = 200

MeV. For qmax = 100 MeV, the corresponding change for the rate Γ[B̄0 →
(D+π0)nonres +e−ν̄e] is from 1.5×10−12 MeV to 2.2×10−13 MeV. For qmax = 200

MeV, the corresponding change in the nonresonant rate is from 1.6 × 10−12

MeV to 3.7 × 10−13 MeV. Similar variations are also found in the rates for

B− → D0π0e−ν̄e with respect to changes of ΓD∗ and the pion momentum cutoffs.

Because mD∗0 < mD+ +mπ− , the rates for B− → (D+π−)rese
−ν̄e are completely



55

0

5 x 10-12

1 x 10-11

1.5 x 10-11

2 x 10-11

2.5 x 10-11

3 x 10-11

0 2 4 6 8 10

Neutral Pion
Charged Pion

1/ΓD* (MeV-1)

Γ 
(M

eV
)

Figure 9: The decay rates Γ(B̄0 → D+π0e−ν̄e) (labeled as neutral pion) and
Γ(B̄0 → D0π+e−ν̄e) (labeled as charged pion) in the resonant region as a func-
tion of 1/ΓD∗ . The pion momentum cutoff of 100 MeV or 200 MeV in the
D-frame has no effect on these rates.
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Figure 10: The decay rates Γ(B̄0 → D+π0e−ν̄e) (labeled as neutral pion) and
Γ(B̄0 → D0π+e−ν̄e) (labeled as charged pion) in the nonresonant region as a
function of 1/ΓD∗ . The pion momentum cutoff is 100 MeV in the D-frame.
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Figure 11: The decay rates Γ(B− → D0π0e−ν̄e) (labeled as neutral pion) in the
resonant region as a function of 1/ΓD∗ . The other mode B− → D+π−e−ν̄e is
kinematically forbidden in the resonant region. The pion momentum cutoff of
100 MeV or 200 MeV in the D-frame has no effect on these rates.
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Figure 12: The decay rates Γ(B− → D0π0e−ν̄e) (labeled as neutral pion) and
Γ(B− → D+π−e−ν̄e) (labeled as charged pion) in the nonresonant region as a
function of 1/ΓD∗ . The pion momentum cutoff is 100 MeV in the D-frame. See
Appendix B for an explanation of the different behavior of the two decay rates.
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negligible. The rates for B− → (D+π−)nonrese
−ν̄e are nearly independent of ΓD∗ .

See Appendix B for more discussion on B− → D+π−e−ν̄e.

From Figs. 9-12, we find the decay rates with a neutral pion

Γ[B̄0 → (D+π0)res + e−ν̄e] = 8.50× 10−12 MeV, (229)

Γ[B̄0 → (D+π0)nonres + e−ν̄e] = 1.09× 10−12 MeV, (230)

Γ[B− → (D0π0)res + e−ν̄e] = 1.78× 10−11 MeV, (231)

Γ[B− → (D0π0)nonres + e−ν̄e] = 2.16× 10−12 MeV. (232)

The corresponding branching ratios are

B[B̄0 → (D+π0)res + e−ν̄e] = 1.67%, (233)

B[B̄0 → (D+π0)nonres + e−ν̄e] = 0.21%, (234)

B[B− → (D0π0)res + e−ν̄e] = 3.49%, (235)

B[B− → (D0π0)nonres + e−ν̄e] = 0.42%. (236)

If we identify the Dπ’s in the resonant region with the D∗, (233) is the combined

branching ratio for B̄0 → D∗+e−ν̄e and D∗+ → D+π0. The decay D∗+ → D+π0

is predicted to have a branching ratio of 31.2% [23], thus

B[B̄0 → D∗+ + e−ν̄e] =
B[B̄0 → (D+π0)res + e−ν̄e]

B[D∗+ → D+π0]

= 5.35%. (237)

The agreement between (237) and the data (134) is very good. Encouraged

by this success, we would like to relate (235) to the branching ratio of B− →
D∗0e−ν̄e. To do this we notice that D∗0 → D+π− is kinematically forbidden,

and D∗0 has a substantial radiative decay. Using the branching ratio of 66.7%

for D∗0 → D0π0 [23], we find

B[B− → D∗0 + e−ν̄e] = 5.23%, (238)
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which agrees with the data (136). The success of the predictions (237) and (238)

represents a triumph for heavy quark symmetry; it is independent of the chiral

symmetry of light quarks. For the nonresonant Dπ final states, we can read

off from Figs. 10 and 12 the contribution from processes with a charged pion.

Combining this with (229)-(232) and (233)-(236), we find

B[B̄0 → (Dπ)+
nonres + e−ν̄e] = 0.68%, (239)

B[B− → (Dπ)0
nonres + e−ν̄e] = 0.45%. (240)

We notice in passing that isospin symmetry is reasonably good for B̄0 decays

but not so for B− decays, as a consequence of the fact that mD∗0 < mD+ +mπ− .

So far, the results quoted above are for qmax = 100 MeV in the D∗ frame. For

qmax = 200 MeV, we obtain

B[B̄0 → (Dπ)+
nonres + e−ν̄e] = 0.77%, (241)

B[B− → (Dπ)0
nonres + e−ν̄e] = 0.53%. (242)

As mentioned in Sec. 5.1, there appears to be a deficit between the branching

ratio for the inclusive semileptonic decays B → e±νe+hadrons and the sum of

the two exclusive channels B0 → D−`+ν and B0 → D∗−`+ν. Our study shows

that the nonresonant decay B̄0 → Dπ`ν̄ can have a substantial branching ratio,

although not enough to account for the difference. Nevertheless, it is measurable

and is interesting in its own right.

Before we leave the subject of B̄ → (Dπ)nonres`ν̄, we would like to repeat a

comment made in Appendix B. The results for nonresonant contributions (230),

(232), (239)-(240) and (241)-(242) are very sensitive to the definition (226) for

resonant contributions. To compare our predictions with future experiments,

we must bear this point in mind. Of course, the sum of the resonant and
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Figure 13: The energy spectra of the D∗ meson with different polarizations in
the B-frame from B̄0 → D∗+π0e−ν̄e with a pion momentum cutoff of 100 MeV
in both the B- and D∗-frames.

nonresonant contributions is independent of this arbitrary division into resonant

and nonresonant parts.

We now turn to the decay B̄0 → D∗+π0e−ν̄e. The results for the pion

momentum cutoff in both the B and D∗ frames are shown in Figs. 13-15. For

similar graphs where the pion momentum is cut off only in the B frame see

Figs. 11-13 of [19]. The overall rates are smaller than B̄0 → Dπ`ν̄ by two or three

orders of magnitude. For this process, we have imposed the pion momentum

cutoff in the B-frame or in both the B-frame and the D∗-frame. We see that

different cutoffs give significantly different rates. In addition to the figures,

integrated rates for B̄0 → D∗+π0e−ν̄e are given in Table 1.

The polarization of the vector meson D∗ is a new feature of this decay. It can

be exploited to study the nature of weak interaction dynamics. In Figs. 13-15,

we show the single particle spectra for each polarization of D∗ in the B-frame.

In all cases, contributions from the left-handed and longitudinal polarizations
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Table 1: Integrated rates of B̄0 → D∗+π0e−ν̄e with different pion momentum
cutoff. We also list the branching ratios and the percentage contributions from
each polarization of D∗ in the B-frame. The longitudinal, left-handed and right-
handed polarizations are labeled L0, L and R, respectively.

cutoff pion mom. rate (MeV) branching L0(%) L(%) R(%)
frame cut (MeV) ratio

B 100 3.20× 10−15 0.63× 10−5 26 57 17

B 200 1.84× 10−14 0.36× 10−4 30 52 18

B and D∗ 100 9.62× 10−16 0.19× 10−5 27 54 19

B and D∗ 200 1.04× 10−14 0.20× 10−4 33 48 19

dominate that from the right-handed polarization. This can be simply under-

stood as a result of the V − A coupling of the quarks to the W± bosons. The

charmed quark produced by the B̄ decay is predominantly left-handed. The

helicity of this charmed quark will not be affected by the creation of the soft

pion by the light quark interactions. A simple reflection will show that a left-

handed charmed quark can only lead to a vector meson D∗ with a left-handed

polarization or a longitudinal polarization. Since the charmed quark has a finite

mass, there is some contamination from the right-handed component. This con-

tamination should be small when the charmed quark (hence D∗) is energetic.

This reasoning is indeed borne out by our calculations.

Our results so far rely on a specific fit to the Isgur-Wise form factor and a

choice of the values of f , Vcb, etc. All these uncertainties will disappear if we

take the ratio of the corresponding quantities at the same value of v · v′ in the

decays B̄ → Dπ`ν̄ and B̄ → D∗π`ν̄. These ratios are the model independent

predictions from the heavy quark symmetry and chiral symmetry. They are

displayed in Figs. 17-20 of [19]. We await the day when we will be able to

compare these curves with experimental data.
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Figure 16: The decay rates Γ(B̄0 → D+π0e−ν̄) for nonresonant D+π0 as a
function of the pion momentum cutoff in the D-frame.
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Figure 17: The decay rates Γ(B̄0 → D∗+π0e−ν̄) as a function of the pion mo-
mentum cutoff in the B-frame.
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Figure 18: The decay rates Γ(B̄0 → D∗+π0e−ν̄) as a function of the pion mo-
mentum cutoff in both the B- and D∗-frame.

To get a better idea of how the decay rates depend on the pion momentum

cutoffs, we have extrapolated our results beyond the soft pion limit. In Figs. 16-

18, we show the various decay rates as a function of the pion momentum cutoff

in the B-frame, the D-frame, or both. Since B̄ → (Dπ)nonres`ν̄ is dominated by

the D∗ pole, it is not very sensitive to a change in cutoff. Unfortunately, for

B̄ → D∗π`ν̄ the rates vary rapidly with the cutoff at low pion momenta. This

exercise raises an important question: What constitutes a soft pion?

Finally, so far we have completely neglected the contribution from B̄ →
D∗∗`ν̄, D∗∗ → D∗π. Theoretically, this is justified since D∗∗ and D∗ are non-

degenerate, so the amplitude vanishes in the soft pion limit. However, this

contribution can be important in practice. It certainly deserves further study

[36]. In order to compute rates involving an intermediate D∗∗ one needs form

factors in addition to ξ(v · v′). These form factors have not yet been measured

experimentally or computed on the lattice. Constituent quark model predictions

for the necessary form factors are given in [37].



6 Lattice Gauge Theory – Introduction

Quantum Chromodynamics (QCD) is an asymptotically free theory, so it is

possible to calculate short-distance quantities using perturbation theory since

the coupling is small. But there are a number of quantities that cannot be

computed with perturbation theory, such as the spectrum of hadrons, form

factors for hadron interactions, and quark confinement. To truly test whether

or not QCD describes reality, its non-perturbative predictions must be analyzed.

The desire to study the non-perturbative aspects of QCD led Wilson to formulate

lattice QCD in 1974 [38]. In lattice QCD we approximate the universe by a finite

number of points arranged on a finite grid. Typically (and in all work described

in this dissertation), periodic boundary conditions are used. The space between

adjacent points on the grid is denoted a, and we require the theory to give the

continuum result as a→ 0.

In this dissertation we examine the connection between lattice perturbation

theory and Monte Carlo simulations. It is important to be able to compute the

coefficients in the pertubative expansion in order to understand the relationship

between the bare parameters that are input in a simulation and the physical

values that they correspond to. We show that Monte Carlo simulations can

be used to compute coefficients in the lattice perturbation theory expansion.

This is significant because computing the coefficients using Feynman diagrams

is considerably more tedious for the lattice theory than it is for the continuum

theory. Specifically, we will use Monte Carlo to compute the 2-loop term in the

mass renormalization of a quark by making use of the tree and 1-loop results

from lattice perturbation theory.

64
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6.1 Discretizing QCD

In the lattice formulation, we work in Euclidean space to improve the conver-

gence of path integrals. To achieve this, we perform a Wick rotation of the time

integral in the action as is done in [39] on p. 180. Performing the Wick rotation

and defining tE ≡ it gives

iS = i
∫ ∞
−∞

d4xL = i
∫ −i∞
i∞

dt
∫
d3xL(t, ~x) =

∫ ∞
−∞

dtE

∫
d3xL(−itE, ~x) ≡ −SE.

(243)

This expression is used to find Euclidean actions from Minkowsky actions. For

example, for a scalar field

S =
1

2

∫
d4xφ[−∂2 −m2

0]φ ⇒ SE =
1

2

∫
dtEd

3xφ[−∂2
E +m2

0]φ, (244)

where ∂E = (∇, ∂/∂tE) (Lorentz index now runs from 1 to 4) and the Euclidean

metric is diag(1, 1, 1, 1). For a continuum fermion field, we get

S =
∫
d4xψ̄[i∂/ −m]ψ ⇒ SE =

∫
dtEd

3xψ̄[∂EγE +m0]ψ, (245)

where γE = (−i~γ, γ0). The Euclidean gamma matrix relationships are derived

in Appendix C. For the remainder of this dissertation, we will consider only

Euclidean actions, so all subscripted E’s will be dropped.

To discretize the theory, we convert derivatives into finite difference oper-

ators. Care must be taken to ensure that in the limit as the lattice spacing

goes to zero, a → 0, our discretized action gives the continuum result. Many

discretized actions are possible which have this property. Throughout, we will

deal with parameters and fields which have been rescaled by factors of a such

that everything is dimensionless. Although a won’t appear in our calculations

explicitly, it is present implicitly in the β parameter (to be defined later). The

lattice theory is a regulated theory with maximum momentum ∼ π/a. The
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lattice regulator does not preserve Lorentz invariance, but does preserve gauge

invariance.

6.1.1 Link Variables

When a continuum theory contains a continuous global symmetry, we can make

it invariant under local symmetry transformations by replacing ∂µψ with Dµψ,

where Dµψ is the gauge covariant derivative of the fermion field. This replace-

ment is necessary because under a unitary gauge transformation,

ψ(x)→ G(x)ψ(x) ⇒ ∂µψ(x)→ G(x)∂µψ(x) + (∂µG(x))ψ(x) (246)

so quantities in the action such as ψ̄(x)∂/ψ(x) which are invariant under a global

transformation are not invariant under a local one. We construct the gauge

covariant derivative by adding a gauge boson field, A(x), which transforms in

such a way as to cancel the unwanted term that arises from ∂µψ(x) under a

local gauge transformation. Thus, Dµψ, transforms like ψ under a local gauge

transformation (see [40] for example). The gauge transformation rules are:

ψ(x)→ G(x)ψ(x) Dµψ(x)→ G(x)Dµψ(x) (247)

where

Dµψ(x) = [∂µ + ig0Aµ(x)]ψ(x), (248)

and A transforms according to

Aµ(x)→ G(x)Aµ(x)G†(x)− i

g0

G(x)∂µG
†(x). (249)

Quantities such as ψ̄(x)D/ψ(x) are invariant under local transformations.

We must modify this approach somewhat for the lattice theory. On the lat-

tice, our derivatives become finite differences, so a local field won’t be sufficient
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to patch-up our derivative operator in order to make it gauge covariant. We can

approximate the derivative of a field by

∂µψ(n) =
1

2
[ψ(n+ µ)− ψ(n− µ)] (250)

where ψ(n + µ) means the field at the lattice site which is one step in the µ’th

direction from site n. To make quantities such as ψ̄(n)∂µψ(n) invariant under

local transformations, we have to introduce a field Uµ(n), called a “link variable”

which transforms in a non-local way (see for example chapters 5 and 6 of [41]):

ψ(n)→ G(n)ψ(n) Uµ(n)→ G(n)Uµ(n)G†(n+ µ). (251)

The link field is related to the gauge field that we introduce in the continuum

case by

Uµ(n) = P exp
{
ig0

∫ n+µ

n
dzνAν(z)

}
(252)

where there is an implicit summation on ν and the line integral is along a path

connecting sites n and n + µ on the lattice. The P means that the Aν ’s are

ordered along the path of integration. Note that sometimes a different notation

is used in the literature: Uµ(n) = Un,n+µ. From (252) we see that link variables

can be thought of as living on lines (links) connecting adjacent lattice sites. Now

we can construct a covariant finite difference operator:

Dµψ(n) =
1

2
[Uµ(n)ψ(n+ µ)− U †µ(n− µ)ψ(n− µ)], (253)

which transforms like

Dµψ(n)→ G(n)Dµψ(n). (254)

The link variables can be represented diagramatically as shown in Fig. 19. Note

that U †µ(n) = U−µ(n+ µ).
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Figure 19: Diagrammatic representation of link variables

6.1.2 Wilson Fermion Action

Now we are ready to construct the fermion action. From (245), a naive fermion

action would be

SF =
∑
n

ψ̄(n)[D/ +m0]ψ(n). (255)

However, if we transform this to momentum space and invert to find the prop-

agator, we find that it does not produce the continuum behavior in the limit

a→ 0. The problem is that the denominator of the momentum space propagator

is of the form (after putting the a’s back in):

∑
µ

[
1

a
sin(pµa)

]2

+m2
0, (256)

If pµa were much smaller than π, we could approximate the sine function by

just pµa and we would get the continuum theory in the limit a → 0. But, the

largest allowed momentum gives pµa = π, which corresponds to a zero of the sine

function. This is known as the fermion doubling problem. Several techniques

have been developed to deal with this problem, and it is still an active area

of research. Some of the older techniques are due to Wilson [38], and Kogut

and Susskind (staggered fermions) [42]. For a more complete description, see

chapter 4 of [41]. We will use Wilson’s technique which involves adding a term

to the action which removes the extra zeros from the momentum part of the

propagator denominator. The extra term is proportional to ψ̄2ψ, where 2 is

the lattice laplacian operator. Naive dimensional analysis shows that this term

should vanish linearly with a. However, notice that this term breaks chiral

symmetry (regardless of whether or not the fermions have mass) so the Wilson
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method is not appropriate for studying spontaneous chiral symmetry breaking

on the lattice. Our action is now

S
(W )
F = SF − r

2

∑
n

ψ̄(n)
[
Uµ(n)ψ(n+ µ)− 2ψ(n) + U †µ(n− µ)ψ(n− µ)

]
, (257)

where r is the Wilson parameter which we will typically set to 1. We can rewrite

this as

S
(W )
F =

∑
n,m

ψ̄(n)K(U, n,m)ψ(m) (258)

with

K(U, n,m) = (m0 + 4r)δn,m

− 1

2

∑
µ

[
(r − γµ)Uµ(n)δn+µ,m + (r + γµ)U †µ(n− µ)δn−µ,m

]
.(259)

It is common to describe the quarks with the parameter

κ ≡ 1

8r + 2m0

. (260)

6.1.3 Gluon Action

To find a suitable lattice gluon action in terms of link variables we need to look

at (252). As a→ 0, we can approximate the link variable by

Uµ(n) ≈ exp {ig0Aµ(n)} ≈ 1 + ig0Aµ(n). (261)

To construct the lattice version of the field strength tensor, Fµν , we look at the

plaquette (see Fig. 20):

Uµν(n) ≡ Uµ(n)Uν(n+ µ)U †µ(n+ ν)U †ν(n) (262)

which, using (261) and the Baker-Hausdorff formula

eAeB = eA+B+[A,B]/2+..., (263)
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Figure 20: Diagrammatic representation of the plaquette

gives (for small a)

Uµν(n) ≈ eig0Fµν , (264)

where

Fµν(n) = ∂RµAν(n)− ∂Rν Aµ(n) + ig0[Aµ(n), Aν(n)], (265)

with ∂RµAν(n) = Aν(n + µ) − Aν(n). Now we can write down the gluon action

for gauge group SU(N):

SG = β
∑

P

[
1− 1

2N
Tr
{
UP + U †P

}]
(266)

where

β ≡ 2N

g2
0

, (267)

and the sum is over all plaquettes P . We will be interested in N = 3 (QCD).

Note that the constant term in the action can be dropped since it will always

be canceled out when we compute expectation values of operators. For a more

detailed treatment of the gluon action see [41].

6.1.4 Expectation Values

Now that we have the necessary actions, we can compute expectation values of

time ordered products of operators using path integral methods. For example,
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the quark propagator is given by

G(x, y) = 〈0|Tψ(x)ψ̄(y)|0〉
=

1

Z

∫
DUDψ̄Dψ ψ(x)ψ̄(y)exp

{
−SG(U)− S(W )

F (U, ψ̄, ψ)
}
,(268)

where

Z ≡
∫
DUDψ̄Dψ exp

{
−SG(U)− S(W )

F (U, ψ̄, ψ)
}
. (269)

The integration over fermion fields can be done by using a generating functional

(see section 2.2.4 of [43], or 6.7 of [39]),

∫
Dψ̄Dψ ψ(x)ψ̄(y)exp

{
−S(W )

F (U, ψ̄, ψ)
}

= − δ

δη̄(x)

δ

δη(y)
ZF [U, η, η̄]

∣∣∣∣∣
η=η̄=0

(270)

where

ZF [U, η, η̄] ≡
∫
Dψ̄Dψexp

{
−
∫
dx
[
ψ̄K(U)ψ + η̄ψ + ψ̄η

]}
. (271)

Defining ψm ≡ −K−1η and ψ̄m ≡ −η̄K−1, we can rewrite this as

ZF [U, η, η̄] =
∫
Dψ̄Dψexp

{
−
∫
dx
[
−η̄K−1η + (ψ̄ − ψ̄m)K(ψ − ψm)

]}
,

(272)

which we integrate to get

ZF [U, η, η̄] = exp
{∫

dxη̄K−1(U)η
}

det {K(U)} . (273)

Finally, we put these results into (268) giving

G(x, y) =
1

Z

∫
DUexp {−SG(U)} det {K(U)}K−1(U, x, y) (274)

with

Z =
∫
DUexp {−SG(U)} det {K(U)} . (275)

On the lattice, the path integrals become a (large) finite number of integrals

and we can interpret (274) as a statistical expectation value with the probability
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density given by

1

Z
exp {−SG(U)} det {K(U)} . (276)

Then, Monte Carlo methods can be used to do the computation (for algorithms,

see [41]). Often, the “quenched approximation” is made, where det {K(U)} is

taken to be a constant. This improves the speed of calculations. All calculations

presented in this dissertation were performed in the quenched approximation.

To do Monte Carlo simulations we can generate a set of gauge configurations

for a particular β and lattice size using Monte Carlo methods and store them.

Then, a propagator (or other quantity) can be computed by reading in the gauge

configurations and evaluating the expectation value. Generally, generating the

gauge configurations requires significantly more computer time than evaluating

the expectation value.

6.1.5 Gauge Fixing

Gauge fixing is necessary in perturbation theory to make the gluon propagator

well defined. If gauge invariant operators are to be measured in a Monte Carlo

simulation, gauge fixing is not needed. However, to examine gauge dependent

operators such as the fermion propagator the gauge must be fixed. Since the

fundamental gauge fields on the lattice are Uµ instead of Aµ, we must figure out

how to translate the familiar gauge conditions from the continuum theory to

the lattice. For Landau gauge fixing, the condition is ∂µAµ = 0. On the lattice,

Landau gauge is obtained (for small a) by maximizing the quantity

∑
x

4∑

µ=1

Tr {Uµ} =
∑
x

∑
µ

Tr
{

1− 1

2
g2

0AµAµ + ...
}

(277)

where the term linear in Aµ is dropped because its trace is zero, and the sum

over x is over all lattice sites. To see that this gives Landau gauge, we look at the

continuum quantity equivalent to the A2
µ term. We want to show that the condi-
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tion on Aµ which extremizes this term is in fact the Landau condition ∂µAµ = 0.

So we use (249) to write the relevant term after a gauge transformation:

X ≡ Tr




∑
µ

∫
d4x

[
GAµG

† − i

g0

G∂µG
†
]2


 (278)

and we find the condition on Aµ which extremizes X for G = 1. We substitute

G(x) = exp(iαB(x)TB) into (278) and evaluate the functional derivative with

respect to αB(x) at α(x) = 0:

δX

δαB(y)

∣∣∣∣∣
α(y)=0

= Tr

{
−2

i

g0

i∂µAµT
B

}
=

1

g0

∂µA
B
µ (y). (279)

So, the gauge which extremizes X is the one where ∂µA
B
µ (y) = 0 for all B and

y. In a similar way, we compute Coulomb gauge by maximizing

∑
x

3∑

µ=1

Tr {Uµ} (280)

where the x sum is over all sites in a particular time slice of the lattice and the

Lorentz index is only summed over spatial values. This maximization is done

for each time slice separately. Then the quantity analogous to the X in equation

(278) contains a three (instead of four) dimensional integral, and we take αB to

be a function of ~x instead of xµ. Setting the functional derivative to zero gives

∇ · ~A = 0 as expected. Note that Coulomb gauge fixing does not completely

fix the gauge since a transformation which depends only on time (not ~x) does

not change the quantity in (280). Axial gauge fixing can be done very efficiently

on the lattice since it only involves setting certain link variables to the identity

matrix (see section 13.1 of [40]). For a discussion of “Laplacian” gauge fixing

and various aspects of lattice gauge fixing, see [45]. For a description of the

Fourier acceleration method of performing Landau gauge fixing, see [46].
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6.1.6 Relating a to β

We have been leaving the lattice spacing, a, out of the equations so far because

quantities have been scaled by factors of a in order to make everything dimen-

sionless. So, how does the lattice spacing enter into the problem? If we consider

just the gauge sector of the theory, we see that there is only one adjustable

parameter – the bare coupling g0. It is the choice of the bare coupling that

determines the lattice spacing. To see this, we turn the situation around and

consider the question: For a given lattice spacing, what is the appropriate choice

of the bare coupling to give a good approximation to the continuum result? We

denote the appropriate coupling for a particular lattice spacing as g0(a). The

requirement that the lattice theory is a good approximation to the continuum

can be written as (for sufficiently small a)

Q(R) = Q(R, a, g0(a)) (281)

where Q(R) is some continuum quantity which depends on some physical length

R, andQ(R, a, g0(a)) is the corresponding quantity measured on the lattice. The

equality is considered to be true up to order an where the value of n depends

on the finite lattice spacing errors in the theory. We can write R = R̂a where R̂

is a dimensionless quantity which measures a distance in terms of lattice units.

The right hand side of (281) can be measured for some value of g0 and R̂ and

the left hand side can be used to determine what value of R this corresponds

to, which gives us a value for a. Once we know g0(a) for one value of a, we can

in principle compute it for other values of a by using the renormalization group.

To see this, take the total derivative of (281) with respect to a:

0 =

[
a
∂

∂a
− β(g0)

∂

∂g0

]
Q(R, a, g0(a)). (282)
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where

β(g0) ≡ −adg0

da
. (283)

If the functional form of Q(R, a, g0(a)) is known (for example from perturbation

theory), we can solve for dg0/da and integrate to get a as a function of g0 with

the constant of integration determined by the single value of g0(a) found earlier.

An example of this can be found in section 9.2 of [41] where Q is taken to be the

static qq̄ potential. Since β(g0) is negative (to lowest order it is −11g3
0/16π2)

the a→ 0 limit corresponds to g0 → 0. Because of the correspondence between

the lattice spacing and the bare coupling, it is common to describe the lattice

spacing for a simulation by quoting the value of β = 6/g2
0.

6.2 Lattice Perturbation Theory

Although lattice gauge theory was invented in order to be able to compute quan-

tities which couldn’t be analyzed with perturbation theory, it is useful to be able

to do perturbative (weak coupling) calculations for the discretized theory. Some

quantities should be accurately predicted by perturbation theory, and therefore

we can use perturbation theory results to test the Monte Carlo results. Also,

when feeding bare parameters into the Monte Carlo simulation, it is desirable

to know what renormalized values they correspond to before we run the simula-

tion. Perturbation theory helps us here because it gives an expansion in terms of

α(q2) and we know how α runs as we change the lattice spacing, so renormalized

values for the parameters at various lattice spacings can be computed without

running a costly simulation. Additionally, perturbation theory is important for

computing the coefficients of nonrenormalizable terms which are added to the

basic lattice action to correct for finite a errors [47].
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We define the Fourier transform on the lattice by:

f̃(k) =
∑
n

e−ik·nf(n) (284)

where the allowed values of kµ are 2πNµ/Lµ where Lµ is the length of the

lattice in the µ direction, and Nµ is an integer in the range [0, Lµ). Note that

we could shift the momenta so that they lie in the range [−π, π) instead of

[0, 2π). This has the intuitive advantage of associating large |k| with large

physical momenta, and it is the proper representation to use when computing

the coupling α(k2) (it doesn’t matter which representation you use anywhere else

because of periodicity). Note that the sign in the exponent is the opposite of

what one would normally expect – this is because the metric is now the identity

matrix. The periodic delta function is

δn,m = δn−m,0 =
1

V

∑

k

eik·(n−m) (285)

where V = L1L2L3L4 is the lattice volume. Clearly,

f(n) =
1

V

∑

k

eik·nf̃(k). (286)

6.2.1 Fermion Propagator

Now we compute the tree-level fermion propagator by finding the Fourier trans-

form of the inverse of the operator K given by equation (259) when there are

no interactions (i.e. when Uµ = 1). We start with

∑
m

∑

β

Kαβ(`,m)K−1
βγ (m,n) = δ`,nδαγ (287)

where α, β, and γ are spinor indices. Substituting the Fourier transforms, we

have

1

V 2

∑

k

∑
p

∑
m

∑

β

eik·(`−m)eip·(m−n)K̃αβ(k)K̃−1
βγ (p) =

1

V
δαβ

∑
q

eiq·(`−n). (288)
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If we substitute (285) into (259), we find

K(`,m) =
1

V

∑

k

eik·(`−m)



(4r +m0) +

4∑

µ=1

[−i sin(kµ)γµ − r cos(kµ)]



 (289)

which allows us to read off K̃. Putting this into (288) and doing some algebra

(see Appendix C for gamma matrix relationships) gives the momentum space

fermion propagator

G(p) = K̃−1(p) =

[
4r +m0 − r∑µ cos pµ

]
− i∑µ γµ sin pµ

[4r +m0 − r∑ν cos pν ]
2 +

∑
ν sin2 pν

. (290)

6.2.2 Gluon Propagator

To derive the gluon propagator, we start by fixing the gauge which is necessary

because weak coupling perturbation theory is an expansion about the vacuum

and the vacuum is degenerate if the gauge isn’t fixed. As in the continuum

case, we follow the Faddeev-Popov procedure. The Faddeev-Popov determinant

introduces ghosts which won’t be relevant to our calculation. The gauge fixing

delta function can be converted into an extra term in the action given by (see

[41])

SGF =
1

2ξ

∑

n,A

[∑
µ

∂LµA
A
µ (n)

]2

, (291)

where ∂LµAν(n) = Aν(n) − Aν(n − µ). For Landau gauge we set ξ = 0, for

Feynman gauge ξ = 1 and for Fried-Yennie gauge ξ = 3. The rest of the action,

contained in expression (266), can be written as (dropping the constant part):

SG = − 1

g2
0

∑
n

∑
µν

Tr {Uµν(n)} . (292)

Using (264), and Fµν =
∑
A T

AFA
µν with Tr

{
TA
}

= 0 and Tr
{
TATB

}
= δA,B/2:

SG ≈ 1

4

∑

A

∑
n

∑
µ,ν

FA
µνF

A
µν . (293)
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To find the propagator, we look at only the terms quadratic in Aµ. Using (265)

we have

SG + SGF =
∑

n,A

∑
µ,ν

{
1

4

[
∂RµA

A
ν (n)− ∂Rν AAµ (n)

]2
+

1

2ξ
∂LµA

A
µ (n)∂Lν A

A
ν (n)

}
+ ...

(294)

To proceed, we will need to “integrate” by parts. The identities below will help:

∑
n

[∂Rµ f(n)]g(n) = −∑
n

f(n)∂Lµ g(n), (295)

∑
n

[∂Lµ f(n)]g(n) = −∑
n

f(n)∂Rµ g(n), (296)

and

∂Rµ ∂
L
ν = ∂Lν ∂

R
µ . (297)

After working through the algebra and integration by parts, we get

SG + SGF =
1

2

∑
nm

∑

AB

∑
µν

AAµ (n)KAB
µν (n,m)ABν (m) + ... (298)

where

KAB
µν (n,m) = δAB

{
−δµν

∑
α

∂Lα∂
R
α +

(
1− 1

ξ

)
∂Lν ∂

R
µ

}
. (299)

Now we rewrite this in terms of periodic delta functions. For example, we use

∂Lν ∂
R
µ →

∑

j

(δn,j − δn−ν,j)(δj+µ,m − δj,m) (300)

along with (285). We are interested in finding the propagator which is the inverse

of the Fourier transform of KAB
µν (n,m), given by:

∑

B

∑
ν

∑
m

KAB
µν (n,m)K−1 BC

νβ (m, `) = δABδµβδn`, (301)

which, after some algebra and Fourier transforming, gives

∑
ν

δAB

[
δµν k̂

2 −
(

1− 1

ξ

)
exp

{
i

2
k · (µ− ν)

}
k̂ν k̂µ

]
K̃−1 BC
νβ (k) = δACδµβ (302)
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where

k̂µ ≡ 2 sin
kµ
2
, k̂2 ≡∑

µ

k̂2
µ. (303)

Solving for K̃−1 BC
νβ (k) we have

K̃−1 BC
νβ (k) = δBCexp

{
i

2
k · (ν − β)

}
1

k̂2

[
δνβ + (ξ − 1)

k̂ν k̂β

k̂2

]
. (304)

The exponential is just an annoying phase which will be canceled when the

propagator is joined to vertices. We can avoid having to carry the phase around

and cancel it by using the definition

Uµ(n) ≈ 1 + ig0Aµ(n+ µ/2)− 1

2
g2

0A
2
µ(n+ µ/2) + ... (305)

instead of (261). Then we have

Gνβ(k) = K̃−1 BC
νβ (k)→ δBC

1

k̂2

[
δνβ + (ξ − 1)

k̂ν k̂β

k̂2

]
. (306)

6.2.3 gff Vertex

A vertex with a fermion interacting with a single gluon arises from the Uµ’s in

(258). Using (305) and keeping only terms linear in Aµ, we have

S
(1)
F = − i

2
g0

∑
nm

∑

ab

∑

C

∑
µ

ψ̄a(n)TCab
{
δn+µ,m(r − γµ)ACµ (n+ µ/2)

−δn−µ,m(r + γµ)ACµ (n− µ/2)
}
ψb(m). (307)

Now we substitute

ψ̄(n) =
1

V

∑

k

e−ik·n ˜̄ψ(k), ψ(m) =
1

V

∑
p

eip·mψ̃(p), (308)

and simplify giving

S
(1)
F = ig0

1

V 2

∑

ab

∑

C

∑
µ

∑

kp

˜̄ψ
a
(k)TCab

{
γµÃ

C
µ (k − p) cos

(
pµ + kµ

2

)

−irÃCµ (k − p) sin

(
pµ + kµ

2

)}
ψ̃b(p) (309)
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which gives us the Feynman rule:

p

b

k a

k-p

C,µ

= −ig0T
C
ab

{
γµ cos

(
pµ + kµ

2

)
− ir sin

(
pµ + kµ

2

)}
.

(310)

The minus sign

comes from the minus in e−SE .

6.2.4 ggff Vertex

A vertex with a fermion interacting with two gluons arises from the Uµ’s in

(258). Note that there is no such vertex in the continuum theory. It occurs here

because we had to introduce link variables to make the discretized theory gauge

invariant. Later in this dissertation, gauge invariance of the one-loop quark self

energy will be demonstrated, and it will be shown that this vertex is necessary

in that proof. Using (305) and keeping only terms quadratic in Aµ, we have

S
(2)
F =

g2
0

4

∑
nm

∑

abf

∑

CD

∑
µ

ψ̄a(n)TCafT
D
fb

{
δm,n+µ(r − γµ)ACµ (n+ µ/2)ADµ (n+ µ/2)

+δm,n−µ(r + γµ)ACµ (n− µ/2)ADµ (n− µ/2)
}
ψb(m). (311)

Substituting in Fourier transforms as before

S
(2)
F = −g

2
0

4

1

V 3

∑

kp`

∑

abf

∑

CD

∑
µ

˜̄ψ
a
(k)TCafT

D
fbÃ

C
µ (`)ADµ (k − p− `)

{
iγµ sin

(
pµ + kµ

2

)
− r cos

(
pµ + kµ

2

)}
ψ̃b(p), (312)

which gives us the Feynman rule:
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p

b

k a

C,µ

D,µ

=
g2

0

2
{TC , TD}ab

{
iγµ sin

(
pµ + kµ

2

)
− r cos

(
pµ + kµ

2

)}
.

(313)

There are other vertices which we do not consider here because they will not

be needed for the quark self energy calculation. For a more complete treatment,

the reader is referred to [41]. The lattice Feynman rules are summarized in

Appendix D.

6.2.5 Running Coupling

For many years, the agreement between Monte Carlo results and lattice pertur-

bation theory was terrible. Once the lattice spacing is made small enough, we

expect that quantities which are ultraviolet divergent will be well approximated

by leading terms in the perturbation theory expansion. So, the disagreement

between Monte Carlo results and perturbative calculations sent the lattice com-

munity on a quest to make the lattice spacing smaller. When doing simulations,

the lattice must be bigger than the object you are simulating (such as a hadron)

so that the calculation isn’t sensitive to the boundary conditions. If the lattice

spacing is reduced while maintaining a certain minimum physical size for the

lattice, the number of points on the lattice must be increased which makes the

calculations very expensive.

In 1993, Lepage and Mackenzie [44] pointed out that the disagreement be-

tween Monte Carlo results and lattice perturbation theory was due to the fact

that lattice perturbation theory wasn’t being done in a sensible way. People
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had been doing the perturbative calculations by expanding in the bare coupling.

When doing continuum calculations, it is normal to express perturbative expan-

sions in terms of a renormalized running coupling rather than the bare coupling,

and this procedure works well. Lepage and Mackenzie pointed out that if a bad

choice of coupling constants is made, the coefficients in the perturbative expan-

sion become large giving poor convergence. They proposed using a renormalized

running coupling for lattice perturbation theory, and presented comparisons of

Monte Carlo results with perturbative calculations performed using the bare

coupling αlat, and running couplings αms(q) and αV (q). Agreement between the

Monte Carlo calculations and perturbative results using running couplings was

good even at β’s as low as 5.7 while the αlat results disagreed significantly with

the Monte Carlo data even at higher β’s (smaller a’s). They proposed using

a coupling which is defined in terms of a physical observable, the heavy quark

potential V (q):

V (q) = −Cf4παV (q)

q2
(314)

with no higher-order corrections. To do calculations, we must choose a scale,

q∗, such that αV (q∗) is a good expansion parameter. For a one-loop calculation

of a quantity in this scheme:

I = αV (q∗)
∫
d4qf(q). (315)

Lepage and Mackenzie observed that, although tempting, it is wrong to use

αV (q∗)
∫
d4qf(q) ≡

∫
d4qαV (q)f(q) (316)

since the right hand side is singular due to the pole in the coupling constant

at q = ΛV that arises from doing an all orders summation of perturbative

logarithms. Their solution is to keep only the first two terms in the expansion:

αV (q) = αV (µ)[1 + β0 ln(q2/µ2)αV (µ) + ...] (317)



83

where µ is some fixed scale. Then the prescription for setting the scale becomes

αV (q∗)
∫
d4qf(q) ≡

∫
d4qαV (µ)[1 + β0 ln(q2/µ2)αV (µ)]f(q) (318)

which, after expanding αV (q∗) in terms of αV (µ), gives

ln(q∗2) ≡
∫
d4q ln(q2)f(q)∫

d4qf(q)
. (319)



7 Extracting Coefficients from MC

Continuum perturbation theory rapidly becomes tedious as we push calcula-

tions to higher and higher orders in α. This is even more significant in lattice

perturbation theory since there are more vertices in the Feynman rules and the

propagators and vertices are more complicated. Additionally, the sums or inte-

grals over loop momenta are harder to evaluate because the integrands are more

complicated. The point of this part of the dissertation is to show that Monte

Carlo simulations can be used to extract the next term of a perturbation series.

For example, we can calculate some perturbative quantity, Q, at the one-loop

level, giving:

Q1−loop = c0 + c1αV (q∗). (320)

We then measure the same quantity in a Monte Carlo simulation:

QMC = c0 + c1αV (q∗) + c2α
2
V (q∗) + c3α

3
V (q∗) + ... (321)

and we can estimate the two-loop coefficient:

c2 =
[
QMC −Q1−loop

]
/α2

V (q∗) +O(αV (q∗)). (322)

We make the lattice spacing small so that αV (q∗) is small. On the other hand,

we cannot make the lattice spacing too small because the c2α
2
V (q∗) term that

we are trying to measure will be smaller than the statistical errors in QMC.

7.1 Why is This Useful?

At first glance, it may seem silly to worry about finding the next term in the

perturbative expansion when the Monte Carlo simulation gives us the the value

of Q without any approximation involving the coupling. There are (at least)

two reasons for wanting to know the perturbative coefficients. One is that the

84
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quantity Q may be hard to measure in a Monte Carlo simulation at the lattice

spacings where simulations are normally done. If we are able to measure it at

a much smaller lattice spacing and determine the perturbative coefficients, we

can run the coupling to any lattice spacing we want. For example, the mass

of a quark is expected to be perturbative since it is logarithmically divergent

in the continuum theory. So, in the lattice regulated theory, the largest loop

momenta (∼ π/a), where the running coupling is small, give the dominant

contribution to the self energy. When a is small enough, we can measure the

mass in a simulation by looking at the propagator for large time separations.

If we tried to use this procedure for a moderate value of a we would run into

confinement problems. However, when these quarks are combined in a meson,

these confinement problems do not occur since the meson is a color singlet. So

we can accurately simulate mesons at moderate lattice spacings, but we cannot

directly measure the mass of the quarks that compose them. However, we can

measure the perturbative coefficients when a is very small and then run the

coupling to a more moderate value of a.

A second reason that the perturbative coefficients are useful is in the con-

struction of improved actions. To reduce finite a errors, terms are added to

the action. In a classical field theory the coefficients of these terms would be

constants. But, in a quantum field theory the couplings in the action are renor-

malized. So, the coefficients of the correction terms will be expansions in α such

that they cancel finite a errors to some order. The correction terms improve

the short distance behavior of the theory (i.e. they correct for the space-time

points between lattice sites which are missing), so their coefficients should be

perturbative. To calculate n correction coefficients, perturbation theory is used

to compute n physical quantities Qi, and the correction coefficients are deter-
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mined by requiring that up to some order in a the results match the continuum

theory [48]. Again, our method of extracting perturbative results from Monte

Carlo simulations proves valuable since it eliminates the need to go through the

many tedious calculations with standard perturbative techniques.

7.2 Why This Wasn’t Done Before

The procedure outlined above seems so simple that one might be surprised that

it wasn’t done before. But, recall that lattice perturbation theory results were in

gross disagreement with Monte Carlo calculations before Lepage and Mackenzie

pointed out that the perturbative calculations should be done with a renormal-

ized running coupling constant [44]. Also, as described in this dissertation, there

are surmountable difficulties with the procedure.

7.3 Wilson Quark Mass

7.3.1 Extracting Mass from MC Data

The standard way of extracting masses from Monte Carlo simulations is to look

at the propagator with the three-momentum set to zero and the energy Fourier

transformed. For a scalar particle in Euclidean space, this gives

G(t) = G(t, ~p = 0) =
∫ ∞
−∞

dEeiEt
1

E2 +m2
=
π

m
e−mt (323)

which suggests that we measure masses on the lattice using

meff = ln [G(t)/G(t+ 1)] , (324)

where the ratio is evaluated for some large value of t to ensure that any excited

state contributions will be small. However, we cannot make t too large (i.e. it

must be smaller than half of the length of the lattice in the time direction) since

the periodic boundary conditions cause the propagator on the lattice to not be
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exponential which becomes significant toward the middle of the lattice. When

using the procedure for fermions, we consider the propagation of a quark with a

particular spin and color (this gives us a single component of the matrix which

represents the full propagator). Since we are trying to extract a mass, the hope

is that the result from (324) is gauge invariant if we make t large enough. As

will be described later, there are some problems with this.

7.3.2 Computing Mass with Perturbation Theory

It is tempting to apply the above method to the calculation of masses in per-

turbation theory. This would be done by summing insertions of the one-loop

off-shell electron self-energy diagram to all orders (see for example section 9.3

of [49]) in order to get the self energy into the denominator of the propagator

where it could shift the pole (renormalize the mass). Then, this momentum

space propagator would be used to compute G(t), giving meff . This calcula-

tion involves a sum over the four components of the loop momentum, matrix

inversion, and another sum for the Fourier transform. While this procedure is

appealing since it closely parallels the technique used for the Monte Carlo sim-

ulation, it is not a good approach because it includes some (but not all) of the

higher loop result, and these higher order terms are not gauge invariant because

they do not include all diagrams which are relevant at that order. Also, because

of the presence of higher order terms, if we define the perturbative coefficient,

c1, using

m1−loop
eff = c0 + c1αV (q∗), (325)

and we compute meff at two different β’s and extract c1 from each, we will find

that the c1’s are slightly different because the c1 defined in this way is equal to

a constant plus higher order (gauge dependent) terms in α.
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Tree Level Mass Instead, we find the one-loop correction to the mass directly

from the on-shell self energy diagram. This gives a constant (β independent)

result which is gauge invariant. To begin, we find the tree-level mass by locating

the pole of the tree-level propagator in Eq. (290). Looking at the denominator

of the propagator with ~p = 0, p4 = E, and r = 1, we have

(1 +m0 − cosE)2 + sin2E = 0, (326)

which is rearranged to give

cosE =
1 + (m0 + 1)2

2(m0 + 1)
. (327)

Now we use

cosE =
1

2
(eiE + e−iE) =

1

2

(
x+

1

x

)
, (328)

where x ≡ exp(iE). Substituting this into (327) and solving for x gives:

x =
1

2




1 + (m0 + 1)2

(m0 + 1)
±
√√√√
(

1 + (m0 + 1)2

m0 + 1

)2

− 4


 . (329)

The upper sign gives x = 1 + m0 and the lower sign gives x = 1/(1 + m0). So,

the poles are at

E = ± i ln(1 +m0). (330)

The fact that the poles are located at purely imaginary energies is due to our

Wick rotation described Sec. 6.1. Since we changed the time variable to tE = it,

but use an energy variable defined by the Fourier transform (284), our energy

variable has a factor of i relative to the Minkowsky energy, i.e. EE = iEM . So,

the pole at E = i ln(1 +m0) tells us that the tree-level mass of a quark is

mtree = ln(1 +m0). (331)



89

(A)

/ /

p p

p-q

q

(B)

/ /

p p

q

Figure 21: Diagrams contributing the the 1-loop quark self energy.

1-Loop Self Energy Now we compute the 1-loop correction to the mass from

the truncated self energy diagrams shown in Fig. 21 using the Feynman rules

in Appendix D. Note that diagram B does not arise in the continuum theory,

but is present in the lattice theory to ensure gauge invariance. The self energy

is given by the sum of the two diagrams:

Σ(p) = ΣA(p) + ΣB(p). (332)

The first diagram gives:

ΣA(p) = (−ig0)2 1

V

∑
q

∑

E

∑

b

TEcbV(1)
ν (p− q/2)G(p− q)TEbaV(1)

µ (p− q/2)Gµν(q),

(333)

where G(p − q) is the intermediate fermion propagator given by (290), Gµν(q)

is the gluon propagator (306), and

V(1)
µ (`) = γµ cos(`µ)− ir sin(`µ) (334)

is from the vertex (310). We can do the sum over gluon colors:

∑

E

(TETE)ca =
1

2

∑

E

{TE, TE}ac =
1

2

∑

E

{
1

3
δEEδca +

∑

F

dEEFT
F
ac

}
=

4

3
δca

(335)

where dEEF is given in Eq. 11-23 of [50] (also given in the footnote on p. 201

of [41], but d448 is wrong), and we have used
∑
E dEEF = 0. Putting this into
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(333), we have

ΣA(p) = −g2
0

4

3

1

V
δca

∑
q

∑
µν

V(1)
ν (p− q/2)G(p− q)V(1)

µ (p− q/2)Gµν(q). (336)

For the second diagram, we have

ΣB(p) =
1

2

g2
0

2

1

V

∑
q

∑

E

{TE, TE}caV(2)
µ (p)Gµµ(q)

=
1

2
g2

0

4

3

1

V
δca

∑
µ

V(2)
µ (p)

∑
q

Gµµ(q), (337)

where the 1/2 is a symmetry factor and

V(2)
µ (p) = iγµ sin pµ − r cos pµ (338)

from (313).

Now we must figure out how to extract the 1-loop correction to the mass

from the self energy. To do this, we look at the propagator with ~p = 0 and the

energy close to imtree (i.e. close to the tree-level pole). First, we examine the

tree-level propagator (290). In the neighborhood of E = imtree we write it as

G(p) =
N

[E − imtree] · ∂D/∂E|E=imtree

+ finite (339)

where N is the numerator of (290) and D is the denominator of (290). We

have used “finite” to denote parts that remain finite as E → imtree which won’t

concern us. Evaluating this expression and throwing away the finite parts, we

get

G(p) ∼ −iZψP+

E − imtree
(340)

where P+ is given by

P+ ≡ 1

2
(1 + γ4) (341)

and Zψ is a tree-level wavefunction renormalization (see [51]):

Zψ =
1

1 +m0

. (342)
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At the 1-loop level our propagator becomes:

G(p) +G(p)Σ(p)G(p) = G(p)
1

1− Σ(p)G(p)
+O(α2)

∼ −iZψP+ 1

E − imtree + iZψΣP+
. (343)

When p = (~0, imtree)

Σ(p) = Σ+P+ + Σ−P− (344)

where P− ≡ (1 − γ4)/2 and Σ+ and Σ− are real numbers. This enables us to

write

1

E − imtree + iZψΣP+
=

1

E − imtree + iZψΣ+
P+ +

1

E − imtree
P−. (345)

Putting this into the 1-loop propagator (343) gives (in the neighborhood of the

quark pole):

−iZψP+

E − imtree + iZψΣ+
. (346)

We read off the 1-loop mass from the location of the pole:

m1−loop = mtree − ZψΣ+. (347)

Note that we have evaluated the self energy at mtree rather than at the renor-

malized mass. This was done to ensure that our result was truly O(α) and did

not include any higher order contributions.

7.3.3 Proof of Gauge Invariance

If our calculations are to have any meaning at all, m1−loop must be gauge in-

variant – otherwise we can get any value we want for m1−loop by choosing an

appropriate value of the gauge parameter ξ. While the proof is simple for the

continuum theory, it can be quite messy for the lattice theory if it is not or-

ganized correctly. Bodwin and Kovacs found an elegant way of handling Ward

identities on the lattice which involves re-writing the vertices in terms of the
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inverse of the fermion propagator [53]. We will use their technique here. To

prove gauge invariance, it is sufficient to show that the q̂µq̂ν part of the gluon

propagator (306) gives zero contribution to the fermion self energy when the

fermion is on shell. This is sufficient because it shows that we get the same

mass regardless of the value of the gauge parameter ξ. We define

XA ≡ −
∑
µν

V(1)
ν (p− q/2)G(p− q)V(1)

µ (p− q/2)q̂µq̂ν (348)

and

XB ≡ 1

2

∑
µ

V(2)
µ (p)q̂µq̂µ. (349)

To demonstrate gauge invariance, we must show that (see (336) and (337))

∑
q

ū(p)[XA(q) +XB(q)]u(p) = 0. (350)

Following [53], we define (note that our γ’s are different by a factor of i)

∇µ(p) ≡ 2 sin2(pµ/2) + iγµ sin pµ (351)

and notice that

∇µ(p)−∇µ(p− q) = q̂µ{iγµ cos(pµ − qµ/2) + sin(pµ − qµ/2)} (352)

and

∇µ(p+ `1 + `2)−∇µ(p+ `1)−∇µ(p+ `2) +∇µ(p) =

ˆ̀
1µ

ˆ̀
2µ

{
−iγµ sin

(
pµ + kµ

2

)
+ cos

(
pµ + kµ

2

)}
(353)

where k = p+ `1 + `2. We can relate ∇µ(p) to the fermion propagator:

G(p) =
1

m0 +
∑
µ∇µ(p)

. (354)

Combining (352), (354) and (334) gives

∑
µ

V(1)
µ (p− q/2)q̂µ = i[G−1(p− q)−G−1(p)] (355)
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and (353), (354) and (338) gives (with `1 = q and `2 = −q)
∑
µ

V(2)
µ (p)q̂µq̂µ = 2G−1(p)−G−1(p+ q)−G−1(p− q). (356)

Putting these relations into (348) and (349) gives

XA =
[
G−1(p− q)−G−1(p)

]
G(p− q)

[
G−1(p− q)−G−1(p)

]
(357)

and

XB =
1

2

[
2G−1(p)−G−1(p+ q)−G−1(p− q)

]
. (358)

To show that gauge invariance is satisfied (350), we need to evaluate XA and

XB between on-shell spinors. The Dirac equation is

G−1(p)u(p) = 0. (359)

Using this, we see that ū(p)XAu(p) = ū(p)XBu(p) = 0 for q = 0. For q 6= 0

ū(p)XAu(p) = ū(p)G−1(p− q)u(p) (360)

and

ū(p)XBu(p) = −1

2
ū(p)

[
G−1(p+ q) +G−1(p− q)

]
u(p) (361)

so we have

ū(p) [XA(q) +XB(q) +XA(−q) +XB(−q)]u(p) = 0 (362)

and (350) is satisfied. A similar proof can be done for the continuum theory. For

the continuum case G−1(p−q) = G−1(p)−q/, so ū(p) [XA(q) +XA(−q)]u(p) = 0.

For the lattice case, G−1(p− q) is not linear in q so diagram A is not indepen-

dently gauge invariant and the self energy is not gauge invariant without the

contribution from diagram B. In our proof, we made no assumptions about the

denominator of the gluon propagator except that it was even in qµ, so we find

that the on-shell self energy is gauge invariant regardless of whether or not the

gluon has a mass.
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7.4 Difficulties and Subtleties

7.4.1 Tunneling

Several difficulties arise when using Monte Carlo simulations to determine the

perturbative coefficients for the quark mass renormalization. The first prob-

lem, which affects the extraction of all perturbative coefficients (not just mass

renormalizations) is tunneling. Examination of the gluon action (266) and the

definition of the plaquette (262) reveals that there is an extra symmetry in the

theory (when there are no quarks). It is referred to as the “center symmetry”

because it involves elements of the center of SU(3) (i.e. those elements that com-

mute with all elements of SU(3)), Z(3). These elements are 1,e2πi/3, and e4πi/3.

The gluon action is invariant under

Uµ(n)→ zUµ(n) for a particular µ ∈ {1, 2, 3, 4} and z ∈ Z(3), (363)

where the transformation is performed on all link variables in the µ plane. For

example, if we choose µ = 4, the transformation is performed on links U4(n)

where n = (n1, n2, n3, n4) for all n1, n2, n3, and a particular value of n4. Note

that this is not a gauge transformation (see Eq. (251)). For all plaquettes in

the action which are affected by the transformation, there is a factor of z and

z†. Since the z’s commute with the Uµ’s (i.e. they commute with elements of

SU(3)), the z and z† can be brought together to give 1, leaving the gluon action

(but not the fermion action) unchanged by the center transformation.

This extra symmetry causes the minimum of the gluon action to be de-

generate. Perturbation theory is an expansion about a single minimum, so we

expect to have problems if the system tunnels between the various minima. Ad-

ditionally, the quark action is not invariant under the center symmetry, so the

propagator will be affected by the tunneling. The Polyakov Loop (also called the

Wilson line) allows us to detect tunneling between the degenerate ground states.
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Figure 22: Average value of Polyakov Loop along the time direction showing
tunneling. 795 configurations of a 43 × 8 lattice at β = 60 (dataset tp6) are
shown.

A Polyakov Loop is simply the trace of the product of the link variables along a

single direction from one end of the lattice to the other. Because of the periodic

boundary conditions, the Polyakov Loop is a closed loop and therefore is gauge

invariant. But, it only cuts through a plane which is perpendicular to it once

(unlike a plaquette which goes through the plane twice – once in each direction).

So a center symmetry transformation causes a Polyakov loop perpendicular to

the plane to change in value by a factor of e2πi/3 or e4πi/3. Polyakov loops are

commonly used to study deconfinement transitions in finite temperature field

theory – see sections 18.3 and 19.1 of [41].

We detect tunneling by watching the average value of the Polyakov Loop

along each direction to see when it changes significantly. An example is shown

in Fig. 22. At the beginning of the simulation shown, the expectation value of

the Polyakov Loop is a positive real number as shown in Fig. 23. After about
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Figure 23: Average value of Polyakov Loop along the time direction as a function
of configuration number for a 43 × 8 lattice at β = 60 (dataset tp6).

300 configurations, the system begins to tunnel toward the minimum located

at e4πi/3 times the original minimum. After a total of 580 configurations it has

tunneled to the minimum located at e2πi/3 times the original minimum. We think

that domains are being formed during the tunneling process which causes the

“continuous” transition from one minimum to another. Within each domain, the

plaquettes should be close to the perturbation theory values, and perturbation

theory should work. In the regions between domains perturbation theory is

not expected to accurately describe the system. Since the quark propagator is

not invariant under the center symmetry transformation, it will have different

values in different domains, so the tunneling presents a major problem to the

measurement of quark propagators. Quantities which are invariant under the

center symmetry, such as Wilson loops, have less of a problem (as long as they

are small) since they have the same value in different domains, and are thus
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Figure 24: Comparison of meff for tunneling and non-tunneling configurations
in Axial-Coulomb gauge on a 243 × 32 lattice at β = 16 for Wilson quarks
with κ = 0.100 (dataset HQ14). Errorbars were computed with the bootstrap
method.

only affected by the regions between domains. In Fig. 24 we show plots of

meff as computed from (324) for an equal number of configurations with and

without tunneling. The configurations which were in the process of tunneling

show significantly more noise.

To cope with the problem of tunneling, we stopped the calculation when

there were signs of tunneling and then started the calculation over with a new

seed for the gauge field generator. Using this method, we were able to generate

enough configurations without including configurations which had tunneling.

Another possible approach would be to add a small term to the gluon action

which would break the center symmetry (like applying a small magnetic field to

a material) and extrapolating it away.

One might think that problems could be avoided by examining meson prop-
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Figure 25: Some link variable paths contributing to a meson propagator.

agators in the Monte Carlo simulation instead of quark propagators. Such an

idea is inspired by the fact that gauge invariant meson propagators can be con-

structed. To understand this better, we look back at the quark propagator after

performing the path integral (274). The quark propagator can be interpreted

as follows (see the appendix to chapter 14 in [40] for details). The K−1(U, x, y)

part can be written as a sum over all paths connecting x and y that involve a

product of link operators along the path. The det {K(U)} part can be written

as a sum over closed loops which involves a product of link operators around

the loop (our simulation used the quenched approximation, so these loops were

dropped). So, if we construct a meson operator with two quark fields connected

by link variables to make it gauge invariant (see for example section 7.2 of [41]),

the meson propagator can be seen to be related to a sum over closed loops of

products of link variables around the loop – see Fig. 25. But, a product of link

variables around a closed loop is gauge invariant. Tunneling will give an extra

factor of e2πi/3 or e4πi/3 to the quark propagator if the paths connecting the two

ends of the propagator pass through the plane which has tunneled. So one might
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hope that a meson wouldn’t have problems since the antiquark would pick up

the complex conjugate factor. But, if domains are formed some of the paths for

the quark propagator will pass through a particular domain and some will not,

so the phases will not cancel even for a meson. Thus mesons don’t solve the

tunneling problem.

7.4.2 Choosing a Gauge – Infrared Problems

Since the quark’s mass is a physical quantity, it should be gauge invariant and

one would naively think that we could perform the Monte Carlo simulation

with any gauge. However, our method of extracting the mass won’t work with

some gauges because of infrared problems. For example, consider the result of a

continuum Feynman gauge calculation of the electron self energy (in Minkowsky

space) given in Eq. 8.42 of [54]. The infrared singularity gives rise to a term

proportional to ln((m2−p2)/m2). When infrared singularities are summed to all

orders, the result is the 1-loop singularity exponentiated (see for example [55]).

So, the propagator is really of the form

p/+m

p2 −m2
exp

{
a ln((m2 − p2)/m2)

}
∝ 1

(p2 −m2)1−a (364)

where a is a (gauge dependent) constant. We see that a gauge with infrared

problems will have a branch cut in the propagator rather than a simple pole.

Because of this, our procedure for extracting meff using (324) won’t work in

gauges that have infrared singularities. To see this, we consider instead of equa-

tion (323):

Ga(t) =
∫ ∞
−∞

dEeiEt
1

(E2 +m2)1−a =
∫ ∞
−∞

dE
cos(Et)

(E2 +m2)1−a . (365)

This integral can be done, giving

Ga(t) =
2a
√

2π

Γ(1− a)

(
m

t

)a− 1
2

K 1
2
−a(mt), (366)
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where Kν(z) is the modified Bessel Function of the second kind. For fixed ν and

large z (see Eq. 9.7.2 of [56]),

Kν(z) ∼
√
π

2z
e−z

{
1 +

4ν2 − 1

8z
+ . . .

}
. (367)

This gives us

Ga(t) ∼ 2aπ

Γ(1− a)

ma−1

ta
e−mt

{
1 +

4(1
2
− a)2 − 1

8mt
+ . . .

}
(368)

Notice that for a 6= 0, meff will depend on t and a, which shows that we shouldn’t

expect meff to be a useful (gauge independent) quantity for gauges with infrared

singularities. For a = 0, we get the expected result

G0(t) =
π

m
e−mt. (369)

Infrared problems make Landau and Axial gauges useless for extracting

masses from quark propagators. Coulomb gauge has desirable infrared prop-

erties, but as described in Sec. 6.1, Coulomb gauge fixing doesn’t completely

fix the gauge. Our solution to this problem was to first do Axial gauge fix-

ing, and then do Coulomb gauge fixing on the result. We refer to the resulting

gauge as Axial-Coulomb gauge. In Fig. 26 we compare Monte Carlo results to

perturbation theory at β = 60. At this lattice spacing, α ≈ 0.008, so 1-loop

perturbation theory and Monte Carlo should be in excellent agreement. We

find that Axial-Coulomb gauge works well while Landau and Axial gauges fail

terribly. The slope of the meff curve for Landau gauge depends on the volume

of the lattice. Generally, as the volume is increased the slope decreases, but

beyond a volume of 203 × 32 the slope seems to stop changing. In Fig. 27 we

do a similar comparison for NRQCD quarks. Again, Axial-Coulomb gauge is

the only acceptable gauge. Note that for NRQCD quarks the tree-level result

is just zero. Axial-Coulomb gauge is free of infrared problems as long as the
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three momentum of the quark is zero since the divergence in Coulomb gauge is

multiplied by ~p2. When ~p 6= 0 it has problems similar to Landau gauge.

7.4.3 Zero Mode

Problems arise in the lattice perturbation theory calculation as well. Examining

the gluon propagator (306), we see that it is infinite when the gluon momentum

is zero. This is problematic because for a finite lattice the self energy calculation

involves a sum over gluon momenta. The sum can be replaced by an integral if

we take the lattice volume to infinity while keeping the lattice spacing fixed. This

introduces a systematic error since the Monte Carlo calculation is done on a finite

lattice. The complexity of the integrand forces us to evaluate it numerically, so

again the gluon propagator gives problems at zero momentum. This can be

overcome by giving the gluon a non-zero mass and then extrapolating to zero

gluon mass. The gluon is given a mass by modifying its propagator by replacing

the overall factor of 1/q̂2 with 1/(q̂2 +λ2) and replacing the (ξ− 1)q̂µq̂ν/q̂
2 term

with (ξ−1)q̂µq̂ν/(q̂
2+ξλ2) (see Eq. 3-149 of [50]). Morningstar gives a procedure

in [57] which improves the convergence to the infinite volume limit. The integral

is written as a sum just as it would be for a finite volume calculation. But,

this sum is pictured as a trapezoid rule approximation to the integral (keeping

in mind the periodicity of the integrand so the endpoint terms that would be

multiplied by 1/2 can be replaced by a single term with no 1/2). A change of

variables that maintains the periodicity of the integrand is performed to improve

the convergence of the sum to the value of the integral:

q′µ = qµ − α sin(qµ) (370)

where optimal convergence is obtained by using the α which satisfies

α = sech(u) where λ = u− tanh(u) (371)
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and λ is the gluon mass. This brings in a Jacobian factor:
∏
µ(1 − α cos qµ).

Adding a gluon mass isn’t enough to tame the numerical problems for the dia-

gram in figure 21A since the intermediate fermion propagator is on shell when

the gluon momentum is zero. To avoid this problem, the contour for the q4 in-

tegration is deformed for this diagram. Instead of going along the real line from

−π to π, it goes along the three line segments: −π → −π+iλ/2→ π+iλ/2→ π.

The periodicity of the integrand causes the contributions from the the two seg-

ments parallel to the imaginary axis to cancel. Note that the original sum was

exactly gauge invariant because gauge dependent terms with momentum q can-

celed against those with momentum −q as shown in Sec. 7.3. Now that our q4

sum is from −π + iλ/2 to π + iλ/2 we no longer have this exact cancellation

and our result will only be gauge invariant to the extent that the sum correctly

approximates the contour integral that it replaces. We tested this and found

that there is no sign of gauge dependence as long as a reasonable number of

terms are included in the sum.

The calculation of the scale for the coupling, q∗, has problems because of the

logarithm in (319). We can use the gluon mass to regulate the logarithm:

ln(q2)→ ln(q2 + λ2). (372)

But this is not periodic in q4, so the contour deformation that we did for the

diagram in figure 21A isn’t correct unless we keep the contributions from the

segments parallel to the imaginary axis. An alternative proposed in [58] is to

replace q2
4 with a [2/2] Padé approximant in exp(−iq4) to make the integrand

periodic in q4 so that the contribution from the segments of the contour parallel

to the imaginary axis will cancel. We dropped the segments parallel to the

imaginary axis without making this substitution and later verified that this did

not affect our results within the accuracy we required after the extrapolation
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λ → 0 (results with λ 6= 0 were affected and were not gauge invariant – using

the Padé approximant is a much better approach). Another way to maintain

periodicity of the integrand is to use ln(q̂2 + λ2).

The zero mode also obscures the analysis of the Monte Carlo data. We run

the Monte Carlo calculations with large β to give a small lattice spacing a. The

smallest non-zero momentum on the lattice is 2π/La where L is the number of

lattice sites along the longest side of the lattice. By making a small we make the

smallest non-zero momentum large which removes non-perturbative low energy

effects. However, there are zero momentum gluons on the lattice. The mass

is UV divergent, so we expect the high momentum modes to dominate in the

calculation, but we must keep in mind that the coupling grows as the gluon

momentum goes to zero. The zero mode is especially problematic for gauges

that have infrared problems since quantities computed in such gauges are very

sensitive to the low energy gluons.

7.5 Results

7.5.1 Perturbation Theory

Wilson Fermions The perturbation theory calculations were performed for

several values of the tree-level mass. For each calculation the gluon masses used

were: 0.10, 0.20, 0.30, 0.35, 0.40, 0.45, 0.50, 0.55, 0.60, 0.65, 0.70, and 0.80.

Rational function extrapolation was used to find the λ → 0 results. The sums

used to approximate the integrals contained 284 points. The calculation was

attempted for κ = 0.125 (i.e. mtree = 0) but could not be extrapolated to λ→ 0

because the results (even c1) were not monotonic in λ. So we obtained results for

κ = 0.125 by performing an extrapolation in the tree-level mass. We calculate
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Table 2: Infinite volume perturbation theory results for Wilson quark mass. The
uncertainty in q∗ and c1 is due to the extrapolation to zero gluon mass. Values
with an asterisk next to them (ie. κ = .125 values) were obtained by extrapo-
lating the other values – the second uncertainty is the estimated extrapolation
error.

κ q∗ αV (q∗), β = 16 αV (q∗), β = 20 c0 c1

0.067 1.99(1) 0.03607(1) 0.027652(7) 1.49575 2.82(1)
0.087 2.11(1) 0.03594(1) 0.027573(7) 1.01056 3.32(1)
0.100 2.20(1) 0.03584(1) 0.027518(7) 0.69315 3.83(1)
0.108 2.28(5) 0.03575(5) 0.02747(3) 0.48835 4.25(1)
0.115 2.31(1) 0.03573(1) 0.027450(7) 0.29849 4.71(1)
0.118 2.34(1) 0.03569(1) 0.027431(7) 0.21292 4.94(1)
0.125 2.42(1)(2)* 0.03562(3) 0.02739(2) 0.00000 5.52(1)(1)*

the parameters in:

m = c0 + c1αV (q∗) + c2α
2
V (q∗) + ... (373)

We get c0 from the tree-level mass (331), c1 from the 1-loop result (347), and q∗

from (319). The results are shown in Table 2.

We calculate αV from Eq. 8 in [44]:

α−1
V (q) = β0 ln(q2/Λ2

V ) + β1/β0 ln ln(q2/Λ2
V ) +O(αV ) (374)

where β0 = 11/4π and β1 = 102/16π2 (for zero quark flavors). We determine

ΛV for each lattice spacing (each value of β) by using the known relationship

between the logarithm of the plaquette and αV . This relationship is given by

Eq. 20 in [44]:

− ln
〈

1

3
Tr {Uplaq}

〉
=

4π

3
αV (3.41)

{
1− (1.19 + 0.017nf )αV +O(α2

V )
}
, (375)

where the number of quarks, nf , is zero in our case. We measure the plaquette

during the simulation and then solve this equation for αV (3.41). This value is

used in (374) to solve for ΛV with an iterative procedure. Results are shown in

Table 3.
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Table 3: Measured values of the 1 × 1 Wilson loop W11 =
〈

1
3
Tr {Uplaq}

〉
and

corresponding values of ΛV for various β’s.

β W11 aΛV

7 0.6715 0.045
9 0.7564 0.0041
12 0.8225 0.00012
16 0.8694 1.1× 10−6

20 0.8966 9.8× 10−9

60 0.9663 2.9× 10−29

NRQCD Fermions Nonrelativistic QCD (NRQCD) is an effective field the-

ory which approximates full QCD by a systematic expansion in powers of the

velocity of the quarks. NRQCD can be more efficient than the full theory and

has been successfully used in lattice simulations of the ψ and Υ families of

mesons. The reader is referred to [51] and [59] for more details. In NRQCD the

energy of a quark is given by:

E = cA1 αV (q∗A) + cA2 α
2
V (q∗A) + ...+

p̂2

2M
+O(p̂4) (376)

where

M = M0

[
1 + cB1 αV (q∗B) + cB2 α

2
V (q∗B) + ...

]
. (377)

The perturbation theory values for cA, q∗A, cB, and q∗B were computed by Morn-

ingstar [60] and are given in Table 4.

7.5.2 Monte Carlo

Wilson Fermions We used the Monte Carlo measurements of meff in two

ways. The first was to extract c1 and q∗ and test to see if they agreed with the

known perturbation theory results. This was done by measuring meff at two

different lattice spacings and using

meff(β = 16) = c0 + c1αV (q∗, β = 16) +O(α2)
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Table 4: Infinite volume perturbation theory results for NRQCD quark energy.
Values were computed with tadpole improvement and δH = 0.

M0 n cA1 q∗A cB1 q∗B αV (q∗A), β = 16 αV (q∗A), β = 20
8.0 1 1.0019 0.77 0.0319 0.02 0.03845 0.02902
6.0 1 .9791 0.74 0.0990 0.34 0.03856 0.02908
5.0 1 .9609 0.72 0.1514 0.54 0.03863 0.02912
4.0 1 .9337 0.69 0.2278 0.73 0.03874 0.02918
1.8 2 .7669 0.45 0.6385 1.02 0.03994 0.02985
0.8 4 .3880 0.03 1.2155 1.00 0.04969 0.03492
0.6 4 .1606 0.00 1.4702 0.99 ? ?

meff(β = 20) = c0 + c1αV (q∗, β = 20) +O(α2). (378)

We neglect the O(α2) terms and solve for the ratio αV (q∗, β = 16)/αV (q∗, β =

20) in terms of the measured values of meff and the known value of c0. We

then employ a combination of the Newton-Raphson and bisection methods (see

the rtsafe() function in [61]) to solve for q∗ using (374) and the known values

of ΛV from Table 3. Once we know q∗ we compute c1 from (378). In order to

account for the uncertainty in meff , δmeff , we generated samples from a gaussian

distribution with mean meff and standard deviation δmeff at each β and used

the samples to generate distributions for the values of c1 and q∗ by using the

procedure above to compute c1 and q∗ for each sample. The distribution of c1

was fairly symmetric as shown in Fig. 28 but that of q∗ was highly skewed as

shown in Fig. 29.

In Table 5 we show intervals for the values of c1 and q∗ at the 68% and 90%

confidence level. These values should be compared to the perturbation theory

calculations in Table 2. We see that values for c1 are fairly precisely determined

but values for q∗ are not. The values for c1 computed by Monte Carlo are slightly

too small for small values of κ, but the agreement with perturbation theory is

good for larger values of κ (small mass). For q∗ the Monte Carlo values are too
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Figure 28: Example of c1 distribution for κ = 0.100. 10,000 samples total.
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Figure 29: Example of q∗ distribution for κ = 0.100. 10,000 samples total

Table 5: Values for c1 and q∗ for Wilson quarks at 68% and 90% confidence levels
from Monte Carlo measurements at β = 16 (239 configurations) and β = 20 (234
configurations) on a 243 × 32 lattice.

κ c1 (68%) c1 (90%) q∗ (68%) q∗ (90%)
0.067 2.59-2.74 2.54-2.80 0.95-2.30 0.72-3.15
0.087 3.10-3.26 3.05-3.32 1.42-3.08 1.11-4.05
0.100 3.62-3.78 3.57-3.84 1.88-3.77 1.51-4.80
0.108 4.06-4.23 4.01-4.29 2.40-4.56 1.95-5.70
0.115 4.57-4.74 4.52-4.80 3.13-5.69 2.59-6.99
0.118 4.85-5.02 4.79-5.08 3.63-6.48 3.02-7.91
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Table 6: Monte Carlo results for 2-loop Wilson quark mass at β = 16 (239
configurations) and β = 20 (234 configurations) on a 243 × 32 lattice. The
uncertainties in c2 are from the uncertainty in mMC, c1, and the O(α3) term.
Values with an asterisk next to them (i.e. κ = .125 values) were obtained by
extrapolating the other values (excluding κ = .118) – the second uncertainty is
the estimated extrapolation error.

κ mMC, β = 16 c2, β = 16 mMC, β = 20 c2, β = 20
0.067 1.5938(2) -2.9(7) 1.5705(5) -4.2±1.2
0.087 1.1250(2) -3.8(7) 1.0984(5) -5.0±1.2
0.100 0.8241(2) -4.8(7) 0.7940(5) -5.9±1.2
0.108 0.6331(2) -5.6(7) 0.6002(5) -6.4±1.2
0.115 0.4588(2) -6.3(7) 0.4227(5) -6.8±1.2
0.118 0.3811(2) -6.4(7) 0.3436(5) -6.5±1.2
0.125 0.1914(3) -7.7(7)(1)* 0.1503(5) -7.0±1.2±.6*

large for large κ and are in reasonable agreement with perturbation theory for

small κ. Note that we have neglected α2 contribution in (378) which we expect

to cause an error of order 5-10% in c1 (since α ≈ .03). With this in mind, the

agreement between Monte Carlo and perturbation theory values of c1 is very

good.

In our second analysis of the Monte Carlo data we assume c1 and q∗ are

known from perturbation theory and we use the Monte Carlo data to compute

the 2-loop coefficient, c2, using (322). We do this for both values of β and

compare the results for consistency. The results are shown in Table 6. The

agreement between the values of c2 measured at different β’s is reasonable.

NRQCD Fermions We perform the same analysis for NRQCD fermions with

zero momentum. The values of cA1 and q∗A are shown in Table 7. Again, q∗ is

not very well determined. The uncertainty in cA1 is larger (as a percentage)

than the uncertainty in c1 for Wilson quarks, but the absolute uncertainties are

about the same. When sampling values for meff to compute the distribution of
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Table 7: Values for cA1 and q∗A for NRQCD quarks at 68% and 90% confidence
levels from Monte Carlo measurements at β = 16 (239 configurations) and
β = 20 (234 configurations) on a 243 × 32 lattice.

M0 n cA1 (68%) cA1 (90%) q∗A (68%) q∗A (90%)
8.0 1 0.766-0.995 0.705-1.078 0.03-1.02 0.01-3.46
6.0 1 0.748-0.975 0.688-1.058 0.03-0.99 0.01-3.44
5.0 1 0.734-0.960 0.674-1.042 0.03-0.97 0.01-3.36
4.0 1 0.713-0.937 0.653-1.018 0.03-0.93 0.01-3.35
1.8 2 0.581-0.793 0.527-0.872 0.02-0.72 0.006-3.00
0.8 4 0.294-0.464 0.255-0.532 0.002-0.27 0.0007-1.91
0.6 4 0.150-0.274 0.134-0.329 0.0004-0.09 0.0002-1.11

Table 8: Monte Carlo results for 2-loop NRQCD quarks at β = 16 (239 configu-
rations) and β = 20 (234 configurations) on a 243×32 lattice. The uncertainties
in cA2 are due to uncertainties in mMC and the O(α3) term. No values are given
for cA2 when M0 = 0.6 because the q∗A is not known.

M0 n mMC, β = 16 cA2 , β = 16 mMC, β = 20 cA2 , β = 20
8.0 1 0.0376(2) -0.65±.2 0.0275±.001 -1.81±1.2
6.0 1 0.0370(2) -0.57±.2 0.0270±.001 -1.70±1.2
5.0 1 0.0364(2) -0.50±.2 0.0266±.001 -1.60±1.2
4.0 1 0.0356(2) -0.40±.2 0.0260±.001 -1.46±1.2
1.8 2 0.0307(2) 0.02±.2 0.0222±.001 -0.79±1.2
0.8 4 0.0193(2) -0.004±.2 0.0134±.001 -0.13±1.2
0.6 4 0.0124(2) ? 0.0081±.001 ?

cA1 and q∗A about 3-10% of the samples had to be discarded because values of

cA1 and q∗A could not be found that would generate the appropriate meff ’s. This

could cause some systematic error in the results. This was not a problem for the

Wilson quarks. Comparison with the results from perturbation theory in Table

4 shows good agreement (recall that O(α2) terms should introduce a systematic

error of about 5% for cA1 ). It is interesting to note that the Monte Carlo data

confirms the perturbation theory prediction that q∗A is very small when M0 is

small. This leads us to the conclusion that the perturbative results cannot be
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used on a lattice with realistic lattice spacing for quarks with small M0 since

the renormalization is not dominated by high momenta.

Extraction of the 2-loop coefficient, c2, from the Monte Carlo data is shown

in Table 8. The agreement between the values of cA2 extracted from β = 16 and

β = 20 data is reasonable.

7.6 Conclusions

We find that we are able to succesfully extract the 1-loop coefficient and q∗ for

the quark mass renormalization from Monte Carlo data given only the tree level

result for both Wilson quarks and NRQCD quarks. We also find that by using

the lattice perturbation theory results for the 1-loop coefficient and q∗ we are

able to extract the 2-loop coefficient from the Monte Carlodata with consistent

results. This technique is important because the coefficients in the perturbative

expansion are difficult to compute using Feynman rules.



A Kinematics in Various Frames

In this appendix we present some of the properties of various four-momenta in

the three coordinate systems mentioned in Sec. 5 (the B-, M -, and L-frames).

Many of the results can be found in the literature [25, 28, 29].

In the center of mass system of D(D∗)π (the M -frame), we have

p = | ~p | = | ~q |
=

1

2

√
sMβ , (379)

L = | ~L | =
X√
sM

, (380)

where

X =
√

(P · L)2 − sMsL, (381)

and

β =
1

sM

√
s2
M − 2sM (m2 +m2

π) + (m2 −m2
π)2 . (382)

In the M -frame, the components of the four-vectors P µ and Lµ as well as the

linear polarization vectors eµ1,2,3 are given in Table 9. The values of | ~p | and

P · L are given by (379) and (142), respectively. The three linear polarization

vectors of D∗ in the M -frame as indicated in Fig. 5 are denoted by eµ1 , eµ2 , and

eµ3 . Their components in the M -frame are listed in Table 9.

At times it is useful to know the Lorentz transformations that connect the

different reference frames. A simple calculation gives the parameters

βML =
X

P · L , (383)
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Table 9: Components of various four-vectors in the center-of-mass frame of
D(D∗)π (the M -Frame).

aµ ax ay az a0

pµ p sin θ 0 p cos θ 1
2
√
sM

(sM −m2
π +m2)

Lµ 0 0 −L 1√
sM
P · L

eµ1 cos θ 0 − sin θ 0

eµ2 0 1 0 0

eµ3
p0

m
sin θ 0 p0

m
cos θ p

m

βMB =
X

P · L+ sM
. (384)

If aµL and aµM are components of the same four-vector in the L-frame and the

M -frame, respectively, they are related by the Lorentz transformations

azL = γML

(
azM + βMLa

0
M

)
, (385)

a0
L = γML

(
a0
M + βMLa

z
M

)
. (386)

Similar equations hold using βMB to relate aµB and aµM , the components of a

vector in the B and M frames.

From Qµ and P µ we can construct another four-momentum which is orthog-

onal to P µ:

Q′µ = Qµ − m2 −m2
π

sM
Pµ (387)

with (see (140))

Q′ · P = 0 . (388)
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Table 10: Components of various four-vectors in the rest frame of the lepton
pair (the L-Frame).

aµ ax ay az a0

Lµ 0 0 0
√
sL

P µ 0 0 X/
√
sL P · L/√sL

Q′µ
√
sMβ sin θ 0 P · Lβ cos θ/

√
sL Xβ cos θ/

√
sL

pµ`
1
2

√
sL sin θ` cosφ −1

2

√
sL sin θ` sinφ −1

2

√
sL cos θ`

1
2

√
sL

Now, we are ready to list the components of various four-vectors in different

frames of reference. In the L-frame, the components of various four-vectors are

listed in Table 10.

The components of PB and pν can be found from the quantities given above

in the Tables. Furthermore, with the help of a Lorentz transformation we can

determine the components of all the four-vectors in another coordinate system.



B Relating Rates to D∗ Width

In this appendix we derive a linear relation between the semileptonic decay

rates with a soft pion emission and the inverse of the D∗ width. In what follows,

the D∗Dπ coupling constant f which appears in the pion emission vertices is

held fixed, while the width ΓD∗ is considered to be a free parameter in the D∗

propagator.

We emphasize that our numerical work does not make the approximation

presented below. The purpose of this appendix is to understand the regularities

exhibited in the numerical results of Figs. 9-12.

Consider the Feynman diagram with the D∗ pole contributing to B̄ → Dπ`ν̄

(Fig. 3b). The matrix element can be written as

M(B̄ → Dπ`ν̄) =
∑

λ

M [D∗(λ)→ Dπ]
1

P 2 −m2 + imΓD∗
M [B̄ → D∗(λ)`ν̄],

(389)

where λ denotes the polarization of D∗, and P and m are the 4-momentum and

mass of D∗, respectively. For example,

M [D∗(λ)→ Dπa] = u∗(D∗)
1

2
τau(D)

√
mDm

f

fπ
ε(λ) · q, (390)

where q is the pion momentum. The decay rate for B̄ → Dπ`ν̄ due to the D∗

pole is

ΓD∗ pole(B̄ → Dπ`ν̄) =
1

2mB

1

2π

∑

λ

∫
dsM |M [B̄ → D∗(λ)`ν̄]|2(2π)4

× δ4(PB − p` − pν − P )
d3p`

(2π)32E`

d3pν
(2π)32Eν

d3P

(2π)32EP

× 1

(sM −m2)2 +m2Γ2
D∗

∫
|M [D∗(λ)→ Dπ]|2

× (2π)4δ4(P − q − p) d3p

(2π)32Ep

d3q

(2π)32Eq
. (391)
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This equation follows from inserting the factor

1 =
∫
dsM

d3P

2EP
δ4(P − q − p), EP ≡

√
~P 2 + sM , (392)

and the observation that one of the double sums over D∗ polarizations after

squaring (389) is eliminated when we carry out the integration over the directions

of ~q. Making use of the standard formula for a decay width, we find

ΓD∗ pole(B̄ → Dπ`ν̄) =
1

π

∫
dsM

√
sM Γ(B̄ → D∗`ν̄, sM)Γ(D∗ → Dπ, sM)

(sM −m2)2 +m2Γ2
D∗

.

(393)

To obtain (393), we have used the fact that the width of the decay D∗ → Dπ is

independent of the D∗ polarization. The argument sM appears in the numerator

of the integrand of (393) because the widths are those appropriate for D∗ with

a mass
√
sM .

Let us introduce the new variables

sM = m2 + xmΓD∗ , (394)

F (sM) =
√
sM Γ(B̄ → D∗`ν̄, sM)Γ(D∗ → Dπ, sM). (395)

(393) now becomes

ΓD∗ pole(B̄ → Dπ`ν̄) =
1

mΓD∗

1

π

∫
dx

1

x2 + 1
F [m2 + xmΓD∗ ]. (396)

When the width ΓD∗ is small, the integrand can be expanded in a Taylor series.

The leading term is

ΓD∗ pole(B̄ → Dπ`ν̄) =
F (m2)

mΓD∗

1

π

∫
dx

1

x2 + 1
+ · · · . (397)
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If the range of sM is not restricted, after the x-integration we obtain

ΓD∗ pole(B̄ → Dπ`ν̄) = Γ(B̄ → D∗`ν̄)
Γ(D∗ → Dπ)

ΓD∗
+ · · · , (398)

where (395) has been used. This is a well-known result in the theory of reso-

nances. In practice, experimental cuts are imposed on the range of sM . Suppose

the cut is

|√sM −m| < NΓD∗ , (399)

which corresponds to

−2N +N2 ΓD∗

m
< x < 2N +N2 ΓD∗

m
, (400)

then the region (399) or (400) is the resonant contribution and outside this

region is the nonresonant contribution. Finally,

Γ[B̄ → (Dπ)res + `ν̄] =
(

2

π
tan−1 2N

)
1

ΓD∗
· F (m2)

m
+ A, (401)

Γ[B̄ → (Dπ)nonres + `ν̄] =
(

1− 2

π
tan−1 2N

)
1

ΓD∗
· F (m2)

m
+ A′. (402)

The constant terms A and A′ which are independent of ΓD∗ may arise from the

nonleading contributions of ΓD∗ pole, the B∗-pole contributions, and the interfer-

ence terms between the B∗-pole and D∗-pole contributions. The constants A

and A′ are generally very different for resonant and nonresonant contributions.

The definition (226) for resonant contributions corresponds to N = 3 and

for this choice we have

Γ[B̄ → (Dπ)res + `ν̄] = 0.895
1

ΓD∗
· F (m2)

m
+ A, (403)

Γ[B̄ → (Dπ)nonres + `ν̄] = 0.105
1

ΓD∗
· F (m2)

m
+ A′. (404)
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These linear relations are confirmed by the numerical results shown in Figs. 9-

12 for B̄0 → D+π0e−ν̄e, B̄0 → D0π+e−ν̄e, and B− → D0π0e−ν̄e. The ratio of

slopes of the two linear relations is

(slope)res

(slope)nonres

=
0.895

0.105
= 8.52 , (405)

which agrees with the slopes in Figs. 9-12, as can easily be verified. The decays

B− → D+π−e−ν̄e deserve special attention. First of all, B− → (D+π−)rese
−ν̄e is

kinematically forbidden if ΓD∗0 ≤ 0.4 MeV, since m(D+π−) always falls outside

the resonant condition (226). For ΓD∗0 between 0.4 and 1 MeV, the phase space

is so restricted that the decay rates for B− → (D+π−)rese
−ν̄e are completely

negligible. Furthermore, the decay rate for B− → (D+π−)nonrese
−ν̄e is found to

be rather small and independent of ΓD∗ as seen in Fig. 12. This behavior can

be understood by the following considerations. We notice that the leading term

in the approximation (397) vanishes since there is no phase space for the decay

D∗0 → D+π− (see the mass values given in (221)). In addition, from (221) we

have

P 2 = (p+ q)2 ≥ (mD+ +mπ−)2, (406)

or

P 2 −m2
D∗0 ≥ 7500 MeV2, (407)

as compared with

200.7 MeV2 ≤ mD∗0ΓD∗0 ≤ 2007 MeV2, (408)

for 0.1 MeV ≤ ΓD∗0 ≤ 1 MeV. We conclude that in the denominator of the D∗

propagator of (389), the imaginary part is always small and hence it can be ne-

glected. The result is therefore independent of ΓD∗0 . Moreover, the denominator
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of the D∗ propagator is never very small and the phase space near its minimum

(406) is very limited. As a consequence, the decay rate is substantially reduced.

The definition (226) for resonant contributions is reasonable, but somewhat

arbitrary. However, the decay rate for resonant contributions is rather insensi-

tive to the definition. As N varies from N = 2 to N = ∞, the slope in (403)

changes by −5.7% and +11.7%, respectively. On the other hand, the nonreso-

nant contributions are very sensitive to the experimental cuts.

Finally, Figs. 9-12 show that the straight lines for the resonant contributions

for both charged and neutral B̄ mesons pass through the origin. We conclude

that A ≈ 0. This is to be expected since the cut (226) gives rise to a very small

phase space contributing to the constant A.



C Euclidean Gamma Matrix Relations

The Euclidean gamma matrices are related to the Minkowsky gamma matrices

by

γ4 = γ0
M , γj = −iγjM , (409)

where the subscript M refers to Minkowsky (normal) gamma matrices. From

this relation and the definition γ5 ≡ γ1γ2γ3γ4 we find that γ5 = −γ5
M . We will

also make use of the definition σµν ≡ i
2
[γµ, γν ], and the anticommutation relation

{γµ, γν} = 2δµν .

C.1 Traces

Using the relationship between Euclidean and Minkowsky gamma matrices, we

can easily obtain traces of Euclidean gammas from the Minkowsky relations

published in Mandl and Shaw [49] (beware of the sign error in their equation

A.21)

Tr{γµγν} = 4δµν , (410)

Tr{γµ1γµ2γµ3γµ4} = 4(δµ1µ2δµ3µ4 − δµ1µ3δµ2µ4 + δµ1µ4δµ2µ3), (411)

Tr{γ5γµ1γµ2γµ3γµ4} = −4εµ1µ2µ3µ4 , (412)

where ε4123 = +1. Using (411) we find

Tr{σµνσαβ} = 4(δµαδνβ − δµβδνα). (413)

C.2 Matrix Expansion

Any 4 × 4 matrix can be written as a linear combination of 1, γµ, σµν , γ5,

and γ5γµ. These 16 matrices are particularly convenient since the trace of the

product of any two of them is only non-zero if they are equal, which makes it

120



121

easy to extract the coefficients when expanding a 4× 4 matrix in terms of these

16 matrices. For any 4× 4 matrix, X, we can write

X = x0 + xµγµ + xµνσµν + x5γ5 + x5
µγ5γµ (414)

where the coefficients are given by

x0 =
1

4
Tr{X}, (415)

xµ =
1

4
Tr{Xγµ}, (416)

xµν =
1

8
Tr{Xσµν}, (417)

x5 =
1

4
Tr{Xγ5}, (418)

x5
µ =

1

4
Tr{Xγµγ5}. (419)

Note that in (417) we have a 1/8 instead of 1/4 because in (414) we sum over

both µ and ν which double counts since σµν and σνµ are not independent.

Using (414) we can now write several common products of gamma matrices

in terms of 1, γµ, σµν , γ5, and γ5γµ by simply evaluating the appropriate traces:

γµγν = δµν − iσµν , (420)

γµγνγλ = (δµνδλα − δµλδνα + δµαδνλ)γα − εµνλαγ5γα, (421)

γ5γαγβ = −1

2
iεαβµνσµν + δαβγ5. (422)

We can derive an expression for four gamma matrices by multiplying (421) by

γβ and then making use of (420) and (422):

γµγνγλγβ = (δµνδλα − δµλδνα + δµαδνλ)(δαβ − iσαβ)− εµνλβγ5 +
1

2
iεµνλαεαβκγσκγ.

(423)

To compute γµσνλ we write σνλ = iγνγλ, use (421), and then antisymmetrize

with respect to νλ. Note that the antisymmetrization gets rid of a term sym-

metric in νλ. Although this term contains δνλ, and thus is zero, it is important
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to get rid of it at this stage since the relationship we are deriving may be used

at an intermediate stage of a calculation where it is possible to have ν and λ be

the same. We get

γµσνλ = i [(δµνδλα − δµλδνα)γα − εµνλαγ5γα] , (424)

and

σνλγµ = i [(δναδλµ − δνµδλα)γα − ενλµαγ5γα] . (425)

We use a similar approach to compute γ5γµσλβ. After writing σλβ as iγλγβ, we

can either use (422) with the identity

εµλκγεκγβα = 2(δµβδλα − δµαδλβ), (426)

or we can use (421). We get

γ5γµσλβ = i(δµλδαβ − δµβδλα)γ5γα − iεµλβαγα, (427)

σµνγ5γλ = i(δµαδνλ − δµλδνα)γ5γα − iεµνλαγα. (428)

We derive an expression for σµνσλβ by using (423) and then antisymmetrizing

with respect to µν and λβ:

σµνσλβ = εµνλβγ5 + (δµλδνβ − δµβδνλ)
+

1

2
i(δνλδµκδβα − δµλδνκδβα + δµβδνκδλα − δνβδµκδλα)σκα

+
1

4
i(εµνβξεξλκα − εµνλξεξβκα)σκα. (429)
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D Lattice Feynman Rules

In this appendix we summarize the lattice Feynman rules for Wilson fermions

derived in section 6.2. There are vertices which have not been included here be-

cause they were not needed for the fermion self energy calculation. Expressions

for some of the other vertices are given in [41].

p
=

[
m0 + 2r

∑
µ sin2(kµ/2)

]
− i∑µ γµ sin kµ

[
m0 + 2r

∑
ν sin2(kν/2)

]2
+
∑
ν sin2 kν

(430)

qµ ν =
1

q̂2

{
δµν + (ξ − 1)

q̂µq̂ν
q̂2

}
(431)

Where q̂µ ≡ 2 sin(qµ/2).

p

b

k a

k-p

C,µ

= −ig0T
C
ab

{
γµ cos

(
pµ + kµ

2

)
− ir sin

(
pµ + kµ

2

)}

(432)

p

b

k a

C,µ

D,µ

=
g2

0

2
{TC , TD}ab

{
iγµ sin

(
pµ + kµ

2

)
− r cos

(
pµ + kµ

2

)}

(433)

For finite volume, loops give a sum over loop momenta: 1
V

∑
k. For infinite

volume, loops give an integral: (2π)−4
∫ π/2
−π/2 d

4k. Symmetry factors are calcu-

124
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lated in the same way as in the continuum theory. Fermions bring in factors of

-1 in the same way as in the continuum.
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